
GLOBAL THREAT  
ASSESSMENT 2021

Working together to end the 

sexual abuse of children online



2  |  GLOBAL THREAT ASSESSMENT

  
Contents

01	 Foreword	

02	 Executive summary	

03	 Introduction	

04 	 Estimates of childhood exposure to online sexual harms and their 		
	 risk factors – summary of findings	

05	 Themes:	

		  COVID-19	

		  Technology	

		  Regulation, voluntary co-operation and transparency	

06	 Harms:	

		  Grooming children online for the purpose of sexual 			 
		  exploitation and abuse 

		  Producing child sexual abuse material	

		  Searching for and / or viewing child sexual abuse material	

		  Sharing and / or storing child sexual abuse material	

		  Child ‘self-generated’ sexual material 	

		  Livestreaming child sexual exploitation and abuse	

07	 Recommendations	

08	 Acknowledgements	

09	 Glossary	

10	 Annex A: WeProtect Global Alliance / Technology Coalition Survey 		
	 of technology companies	

11	 Endnotes



FOREWORD  |  3

01  
Foreword 
Welcome to WeProtect Global Alliance’s 
third Global Threat Assessment: the first 
we have produced since we launched as 
an independent entity in April 2020. 
Over that time, COVID-19 has had an unprecedented impact. 
The online world has become ever more central to children’s lives. 
To protect children from sexual exploitation and abuse online, 
we must first understand the problem we are facing. And to do 
that, we must listen: to governments; to the private sector; to civil 
society; and, most importantly, to victims and survivors of abuse.

For the first time, we have surveyed thousands of young adults 
globally on their experiences of online sexual harms. We share 
exclusive findings from the technology industry about their 
response to this crime. We have gathered intelligence from online 
safety companies on emerging trends. All this, combined with an 
unprecedented response from our members, has made this our 
most comprehensive assessment yet.

We have been struck by three insights:

1	 The scale of child sexual exploitation and abuse online is 
increasing. This sustained growth is outstripping our global 
capacity to respond. Child sexual abuse remains a chronically 
underfunded issue. That is why we have worked so hard to 
build this Global Alliance. We all agree – all 98 governments, 
53 companies, 61 civil society organisations and nine 
international institutions – that child sexual abuse online is 
unacceptable. We all agree we need to collaborate to end it. 
However, we now know that will require a step change in our 
global response.

2	 Prevention needs to be prioritised in our response. Too 
often we are waiting for the abuse to take place before 
we act. A strong law enforcement and judicial response is 
essential, but for a truly sustainable strategy, we should be 
actively preventing abuse. This is about more than promoting 
children’s online safety. It is more than Safety by Design, 
and other initiatives that make it harder for offenders to 
exploit online services. It is more than deterrence of potential 
offenders. Prevention is all of this, and more. 

	 We need to ensure we are creating safe online environments 
where children can thrive. Promising work is already 
underway, but it needs more support. 

3	 There is hope. Over the past decade, child sexual exploitation 
and abuse online has moved up the global agenda. More 
countries, companies and civil society organisations are 
involved in tackling this crime. Online safety technology is 
more accessible and advanced. Governments are clarifying 
and enforcing the responsibilities of online service providers 
in preventing and addressing child sexual abuse on their 
platforms. The pace of change may be slower than we would 
like, but it is happening. Our role as an Alliance is to nurture 
these green shoots and help them to grow. 

Finally, we would like to thank PA Consulting, Crisp, Economist 
Impact, the dedicated project Steering Committee, as well 
as contributors from across our membership and beyond, for 
bringing this document together. Your insights, challenge and 
commitment have been invaluable. We believe that future Global 
Threat Assessments will tell the story of how our collaboration and 
ingenuity will overcome the problem and ensure children around 
the world can enjoy the benefits of the digital world free from 
sexual exploitation and abuse.

Iain Drennan 
Executive Director 
WeProtect Global Alliance

Ernie Allen 
Chair 
WeProtect Global Alliance
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The scale of the challenge

In 2020, 1,038,268 individual media files were 
exchanged via INHOPE’s child sexual abuse material 
collection and classification platform.1

In May 2021, Europol took down a child sexual 
abuse site on the dark web with more than 400,000 
registered users.2

More than 3,000,000 accounts are registered across 
the 10 most harmful child sexual abuse sites 
on the dark web.3 

On average, 30 analysts at the US National Center for 
Missing and Exploited Children (NCMEC) process 60,000 
Cyber Tipline reports of child sexual abuse online every day.4

02  
Executive 
summary 
Children today face a sustained threat of 
child sexual exploitation and abuse online.

Our global response to this crime needs a new 
approach, or more children will continue to be 
placed at risk and suffer the trauma of abuse.

The best opportunity for change is to improve online safety for 
children and reduce opportunities for offenders. 

Consistent with previous Global Threat Assessments, this report 
reveals that child sexual exploitation and abuse online continues 
to proliferate. Many of the emerging trends threaten to further 
increase the volume and complexity of cases and exacerbate the 
challenges for those working to reduce risk and harm. 

This report also spotlights opportunities to enhance the 
response, harnessed within a multi-layered approach. Regulators, 
civil society organisations, the technology industry and law 
enforcement all have a part to play. 

Figure 1: The scale of the challenge.
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While describing the rapid diversification of harms associated 
with the threat, we also consider the root causes of child sexual 
exploitation and abuse. Technology is now integrated into all 
aspects of everyday life. Despite this, we continue to falsely 
differentiate our treatment of ‘online’ (as opposed to ‘in-person’) 
abuse, as exemplified by lower sentencing for ‘online’ offences.5 
This demonstrates how our response has failed to keep pace 
with the threat.

Since the 2019 Global Threat Assessment, the nature of harm 
has continued to grow and diversify.

In the past two years, the reporting of child sexual exploitation 
and abuse online has reached its highest levels. Evidence 
indicates an increase in:

•	 The incidence of online grooming.6 7

•	 The volume of child sexual abuse material available online.8

•	 The sharing and distribution of child sexual abuse material.9

•	 Livestreaming for payment.10

The scale and rate of change is unprecedented, as illustrated 
by data from the US National Center for Missing and Exploited 
Children (NCMEC) and the Internet Watch Foundation (IWF).

77%
Increase in child self-generated 

sexual material, 
(IWF)12

From 2019 to 2020.

+100%
Increase in reports from the public 

of online sexual exploitation, 
(NCMEC)11

From 2019 to 2020.
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The COVID-19 pandemic is undeniably one contributory 
factor behind the spike in child sexual exploitation and abuse 
online (see Theme Chapter: COVID-19). The rise in child ‘self-
generated’ sexual material is another trend that challenges the 
existing response. 

Increased reporting may not necessarily equate to a 
proportionate increase in offending: some may be due to 
increased public awareness and more proactive detection by 
online service providers. However, levels of abuse may be higher 
than is suggested by available data:

1	 Child sexual exploitation and abuse is an under-reported 
crime.13 In a global survey by Economist Impact, 54% of 
respondents said they had experienced online sexual 
harms during childhood, including being sent sexually 
explicit content or being asked to do something they felt 
uncomfortable with.  
 
There is relatively less data regarding the scale of the issue 
in Global South countries (see Glossary of Terms). Estimated 
rates of abuse and exploitation are likely to be revised 
upwards as this evidence gap is addressed. 

2	 While most companies that responded to the WeProtect 
Global Alliance / Technology Coalition survey use tools to 
detect child sexual abuse material (image and video ‘hash-
matching’ are used by 87% and 76% respectively), only 
37% use tools to detect online grooming. This suggests 
that a significant proportion of such activity may be 
going undetected.14   
 
Even offenders with minimal technical ability can evade 
detection by using easily accessible encrypted messaging 
services and anonymity tools. At the other end of the scale, 
as highlighted by Crisp, some dark web (see Glossary of 
Terms) offenders employ advanced techniques to obfuscate 
their activities. The use of ‘hidden services’ to distribute 
child sexual abuse material increased by 155% from 2019 
to 2020.15 Detection is likely to be low overall, especially 
in jurisdictions where digital investigative capabilities 
are limited.

Recent trends have the potential to fuel the sustained growth 
in offending:

•	 New ways of monetising child sexual abuse material and 
the growth of child ‘self-generated’ content in exchange for 
payment are both reinforcing commercial drivers for abuse. 

•	 Increasing volumes of child ‘self-generated’ material is 
creating complex challenges for policymakers. 

•	 Offenders are diversifying their production methods, 
for example by coercing children to perform sexual acts 
that are captured on camera (‘capping’). The Australian 
Centre to Counter Child Exploitation reports that ‘capping’ 
generates approximately 60-70% of referrals to its Victim 
Identification Unit.16 

This report helps build a more accurate picture of offender 
behaviour. The prevailing stereotype of ‘stranger danger’ is not 
borne out by the evidence. Child sexual abuse is often perpetrated 
by family members,17 18 19 20  with indications this has been 
exacerbated by COVID-19 restrictions. And while some offenders 
are motivated by sexual interest in children, this is not exclusively 
the case. According to the Lucy Faithfull Foundation, only 15-20% 
of the offenders they currently work with are paedophiles “in 
that prepubescent children are their primary sexual interest”.21  
We must continue to improve our understanding of the various 
pathways to offending, to inform future deterrence and prevention 
of abuse. 

We must continue to 
improve our understanding 
of the various pathways to 
offending, to inform future 
deterrence and prevention 
of abuse.
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This Global Threat Assessment highlights priority focus areas and emerging opportunities to arrest the growth of child sexual 
exploitation and abuse online. 

WeProtect Global Alliance’s Global Strategic Response (GSR) provides a comprehensive global strategy to eliminate child sexual 
exploitation and abuse.22

This Global Threat Assessment identifies four focus areas within the response framework:

While some nations benefit from an advanced law 
enforcement response, many police agencies face 
fundamental challenges preventing them from 
keeping up with the threat. Most are underfunded, 
underequipped and overwhelmed by the scale 
of offending. 

Governments must increase their investment in law 
enforcement. This would improve national digital policing 
capabilities and enable more collaboration on technically 
sophisticated and cross-border offending through the 
creation of multi-national, specialised investigative units. 

Recommended focus 
area / opportunity:

Law enforcement capacity-building

GSR Category: Criminal justice

Powerful complements to regulation, voluntary co-
operation and transparency enable the responsiveness 
required to tackle a fast-evolving threat.

Since the 2019 Global Threat Assessment, significant 
steps have been taken to influence platforms to comply 
with ‘Safety by Design’ principles and stimulate global 
investment in online safety technologies. With the right 
supporting frameworks in place, and wider uptake, such 
solutions have the potential to significantly boost the 
threat response overall.

Recommended focus 
area / opportunity:

Voluntary co-operation, transparency 
and online safety technologies

GSR Category: Technology

There needs to be a renewed focus on a range of societal 
initiatives, including:

•	 Interventions aimed at empowering young people to 
develop healthy sexual behaviours.

•	 Initiatives that tackle the root causes of child sexual 
exploitation and abuse – for example, attitudes to 
women. A recent UNICEF Evidence Review found 
that “the strongest predictor of accepting attitudes 
(towards child sexual abuse) was… views supporting 
male power towards women”.23 

•	 Societal interventions to reduce stigmas that prevent 
both the disclosure of abuse and those at risk of 
offending from seeking help. 

Recommended focus 
area / opportunity:

Societal initiatives (various)

GSR Category: Societal

Some countries are evolving their legislative response to 
include laws that place legal responsibilities on online 
service providers.

Internet regulation has the potential to make online 
environments safer for children. Mature supporting legal 
frameworks and careful consultation will be required to 
ensure the right outcomes are achieved. 

Recommended focus 
area / opportunity:

Internet regulation

GSR Category: Policy / legislation
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These recommended focus areas have the potential to stop 
child sexual exploitation and abuse from happening – or from 
happening again. In broad terms, prevention is about:

Reducing the risk of offending, by identifying those at risk of 
committing crimes and helping them address problematic 
behaviours, and by close risk management of convicted offenders. 

Reducing the risk to children. Creating environments that are safer 
for children. The onus must not be on children to reduce their risk 
of suffering abuse. 

Reducing risk overall, by counteracting structural drivers of abuse. 
Effective prevention encompasses societal interventions that 
tackle the root causes of child sexual exploitation and abuse.

Prevention represents the best route to ensuring the 
sustainability of the future response. 

This should sit alongside the role of frontline services in continuing 
to respond to cases, disrupt offenders, and support victims and 
survivors. The key lies in balancing investment in prevention as 
part of an integrated, whole system response.

Together we have the knowledge, means and opportunity to take 
action, improve the global response, and prevent more children 
from being harmed. 

Child sexual exploitation and abuse online is one of the most 
urgent and defining issues of our generation. Nations face 
different challenges and are at different stages in the evolution 
of their threat response. Some have experienced the rapid 
acceleration of internet connectivity in recent years, and societal 
consciousness of online harms is relatively nascent. In others, 
there is already coherent consumer demand for proactive action 
to address the issue. 

Technology solutions implemented by online service providers 
can bring global benefit, as can local legislative approaches 
– by incentivising multi-national companies to improve their 
transparency, accountability and responsiveness overall. Figure 
2 shows key developments in the past three decades that have 
boosted the international response to child sexual exploitation and 
abuse online. The momentum for these developments is likely to 
be sustained as online services evolve and consumers worldwide 
become more aware – and less tolerant – of these harms. 

The key recommendations emerging from this year’s Global 
Threat Assessment are detailed in Chapter 7: Recommendations. 
While measures must be tailored and prioritised according to 
local context, these are actions that all companies, communities 
and governments can take to improve the response to child 
sexual exploitation and abuse online. We have a global shared 
responsibility to work together to keep children safe from harm. 
In 2021 we have an unprecedented opportunity to do so by 
sustaining global momentum to transform our collective response. 

Child sexual exploitation and abuse online is one of the 
most urgent and defining issues of our generation.
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Technology

Internet Regulation

Voluntary Cooperation

1990 2000 2010 2020

IWF 
founded

ICMEC 
founded

Europol 
founded

INHOPE 
founded

South Asia 
Initiative to 

End Violence 
Against Children 

(SAIEVAC) 
Launched

WePROTECT 
founded, first 
WePROTECT 
international 

summit

Global Alliance 
to end Child 

Sexual Abuse 
Online founded

WePROTECT 
Model National 

Response 
published

Publication
 of e-Safety’s 

Safety by 
Design 

Principles

Voluntary 
Principles to 

Counter Online 
Child Sexual 

Abuse published

WePROTECT 
Global 

Alliance 
launched 

as an 
independent 
not-for-profit

Interpol Child Abuse 
Image Database 

launched

Technology 
Coalition 
founded

PhotoDNA 
developed

UK Home Office 
Child Abuse 

Image Database 
launched

Project 
Arachnid 
launched

Launch of 
Google Content 

Safety API 
image classifier

Online Safety 
Tech Industry 
Association 

(OSTIA) founded

Enhancing Online 
Safety for Children 

Act (Australia)

EU Digital 
Services Act 
(proposal)

Online Safety 
Act (Australia)

UN General 
Comment 

25 published

Online 
Safety 

Bill 
(UK)

35% year-on-year growth 
of Safety Tech industry

Figure 2: Charting some of the key developments relating to enablers for an enhanced preventative response.
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03  
Introduction 

Scope
This report is the third Global Threat Assessment  published by the 
Alliance to outline the scale and scope of child sexual exploitation 
and abuse online, and to galvanise the response. 

The Global Threat Assessment 2019 concluded that emerging 
trends signal a ‘tsunami’ of growth in child sexual exploitation 
and abuse online, “leaving ever more victims and survivors in 
its wake”.27 It focalised the threat through four lenses: victims; 
offenders; technology trends; and socio-economic context. 

This report takes a ‘harms-based’ approach to enable a more 
nuanced exploration of differences in victim and survivor 
experiences, offender methods, technologies, and socio-
economic contexts for the different manifestations of child sexual 
exploitation and abuse online. This is defined in Figure 3: Harms 
definitions. This approach enables a more complete assessment 
of the factors at play for each harm, and intervention opportunities 
and response strategies. 

The harms examined are interconnected, as illustrated in Figure 4 
and throughout.

We also examine three cross-cutting themes: 

•	 COVID-19.

•	 Technology.

•	 Regulation, voluntary co-operation and transparency.

KEY DEFINITIONS 

Child sexual abuse is “the involvement of a child 
[anyone under 18] in sexual activity that he or 
she does not fully comprehend, is unable to give 
informed consent to, or for which the child is 
not developmentally prepared and cannot give 
consent”. This is the definition of child sexual 
abuse adopted by WeProtect Global Alliance (‘the 
Alliance’), based on World Health Organization 
(WHO)24 guidelines.  

Child sexual exploitation is a form of child sexual 
abuse that involves any actual or attempted abuse 
of a position of vulnerability, differential power or 
trust. This includes, but is not limited to, profiting 
monetarily, socially or politically from the sexual 
exploitation of another. This can be perpetrated 
by individuals or groups of offenders. What 
distinguishes child sexual exploitation from child 
sexual abuse is the underlying notion of exchange 
present in exploitation.25 There is significant overlap 
between the two concepts, because exploitation is 
often a feature of abuse, and vice versa.26    

Child sexual exploitation and abuse online is 
partly or entirely facilitated by technology, i.e. the 
internet or other wireless communications. This 
concept is also referred to as Online Child Sexual 
Exploitation and Abuse (OCSEA), and ‘technology-
facilitated’ child sexual exploitation and abuse. The ‘harms’ (defined in Figure 3) are descriptions of 

abuses committed by perpetrators. They are not worded 
to reflect the experiences of victims and survivors. 
This is to enable an exploration of the factors linked 
to offending: where the primary onus for disruption 
and prevention sits. This terminology is not intended 
in any way to diminish the impact on victims, which 
is also explored in respect of each harm, including in 
corresponding case studies.

NOTE ON HARMS TERMINOLOGY
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Harm Definition

Grooming children online for the 
purpose of sexual exploitation 

and  abuse

An individual builds a relationship, trust and emotional connection with a child or 
young person to manipulate, exploit and abuse them (facilitated, partly or entirely, 
by the internet or other wireless communications).28 There is not always an intent to 
meet in person.

Note: Some organisations use the alternative term ‘online enticement’ (as defined 
by NCMEC29) to refer to this harm.

Producing child sexual 
abuse material

Creating child sexual abuse material (see Glossary of Terms) by in-person 
photography / video / audio recording; creating textual content or non-photographic 
(for example, computer-generated) visual material; or manipulating existing child 
sexual abuse material to create new unique imagery.

Searching for and / or viewing child 
sexual abuse material

Seeking child sexual abuse material on the internet and viewing or attempting 
to view it.

Sharing and / or storing child 
sexual abuse material

Downloading, storing, hosting, uploading and / or sharing child sexual 
abuse material.

Child ‘self-generated’ 
sexual material

Content of a sexual nature, including nude or partially nude images and video, 
that has been produced by children of themselves. Child ‘self-generated’ sexual 
material is not a harm per se (it can be produced voluntarily and shared as part 
of a developmentally appropriate exchange, for example, between adolescents). 
However, there are scenarios in which harm is caused, primarily:

•	 When a child or adolescent is coerced into producing ‘self-generated’ 
sexual material.

•	 When voluntarily ‘self-generated’ sexual material is shared against an 
adolescent’s wishes.

This report examines the characteristics of harmful ‘self-production’. This phrase 
appears in quotation marks throughout the report to avoid implying willingness 
on the part of the child or young person involved. While the content may meet 
the definition of child sexual abuse material, the intent is likely to be unclear and 
cannot be taken for granted in any circumstances. 

Livestreaming child sexual 
exploitation and abuse Transmitting child sexual abuse and exploitation in real-time over the internet.

Figure 3: Harms definitions.
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Technology-facilitated

Scope of the Global Threat Assessment

Producing child sexual 
abuse material

Coercing children to 
‘self-produce’ sexual material 
and/or sharing such material 

against an adolescent’s wishes
(harmful manifestations of child 

‘self-generated’ sexual materials)

Livestreaming of child sexual 
exploitation and abuse

Sexually exploiting and abusing 
a child in-person

Grooming a child in person for the 
purpose of sexual exploitation and abuse

Grooming a child online for the purpose 
of sexual exploitation and abuse

Searching for and/or viewing child sexual abuse material

Sharing and/or storing child sexual abuse material

(if uploaded)

(Through extortion and blackm
ail)

Key
Can lead to

Harm

Aims
The primary goal of this report is to detail the scale and scope of 
the threat of child sexual exploitation and abuse online, with an 
assessment that is comprehensible and meaningful to audiences 
across the globe. It aims to encourage evidence-based action 
by recognising the significant progress achieved to date, and 
highlighting opportunities to reduce the risk to children, to prevent 
abuse before it takes place. 

Methodology 
This report is a meta study that distils findings from multiple 
international studies to increase their global reach, collate a 
holistic picture of the threat, and offer a balanced assessment 
where information is incomplete or experts disagree (caveating 
where appropriate).

This secondary research is supported by various forms of 
primary research:

•	 Interviews with law enforcement officials, child safety 
advocates, academics, technology industry representatives 
and other experts. 

•	 Case studies provided by member organisations and 
their affiliates.

•	 An anonymised survey of 32 global technology companies, 
which was conducted by the Alliance in collaboration with the 
Technology Coalition. 

•	 Vignettes developed by Crisp, a leading provider of online 
safety technologies. These vignettes are included in call-out 
boxes (example at Figure 6).

The development of this report was guided by a Steering 
Committee comprised of 20 experts from law enforcement, 
government, the technology industry, Non-Governmental and 
Intergovernmental Organisations (NGOs and IGOs), and academia 
(see page 66).

Crisp provides Actor Risk Intelligence on the agendas and tradecraft of individuals and groups in order to prevent online harms, 
misinformation and abuse. Its Actor Intelligence Graph analyses digital conversations in real-time to reveal relationships 
between actors and their groups in order to predict online harms as early as possible. Crisp protects over two billion daily users, 
covering an estimated 450 million children. www.crispthinking.com

CRISP

Figure 4: Harms map.

http://www.crispthinking.com


INTRODUCTION  |  13

Interviews conducted

Case studies reviewed Literature items reviewed

Organisations consulted

Research approach
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The internet, social media and other digital apps 
/ platforms can be a double-edged sword for 
children and young people.

They provide important fora for learning and interaction, as well 
as a platform for positively exploring sexuality and fostering 
relationships between children.i At the same time, they can be 
used to facilitate the sexual exploitation and abuse of children 
both by adults — known and unknown — and by peers, and enable 
access to age-inappropriate content. 

To help fill the global knowledge gap on the potential scale 
and scope of online sexual harms against children, Economist 
Impact and WeProtect Global Alliance conducted a study that 
gathers evidence from more than 5,000 18 to 20 year olds in 54 
countries around the world who had regular access to the internet 
as children.ii

A GLOBAL STUDY OF CHILDHOOD EXPERIENCES OF 18 TO 20 YEAR OLDS

Estimates of childhood exposure to 
online sexual harms and their risk factors

04   
ECONOMIST 
IMPACT
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Global population 18 to 20 year olds

Respondents who answer below 
18 years olds to the 
screening question

Study 
population

18 to 20 year olds who had regular 
access to the internet as children

Screening Question: At what age did you 
first have regular access to the internet?

Regular access is defined as ‘going online 
yourself on a mobile phone, gaming device 
or laptop/desktop computer at least once 
a week’. Please answer about personal use 
(i.e. not watching a friend, family person or 
other adult use the internet). 

The questionnaire asked respondents about their exposure to 
online sexual harms and their risk factors during childhood. 
Questions centred on four online sexual harms.iii These online 
harms are: 

•	 Being sent sexually-explicit content from an adult or 
someone they did not know before they were 18.

•	 Being asked to keep part of their sexually-explicit online 
relationship with an adult / or someone they did not know 
before a secret.

•	 Having sexually-explicit images of them shared without 
consent (by a peer, adult, or someone they did not 
know before).

•	 Being asked to do something sexually-explicit online they 
were uncomfortable with (by a peer, adult, or someone they 
did not know before).

The key findings of this research are presented below. Full findings 
and methodology can be found in Estimates of childhood exposure 
to online sexual harms and their risk factors: A global study of 
childhood experiences of 18 to 20 year olds on the WeProtect 
Global Alliance website. 
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Had an adult they knew or someone they did 
not know ask them to keep part of their online 

sexual explicit interactions a secret 

Had someone share sexually 
explicit images and/or videos 

of them without permission

Were asked to do something 
sexually explicit online they 
were uncomfortable doing

29% 25% 

Received sexually explicit content from 
an adult they knew or someone they did 

not know before they turned 18

29% 34% 

KEY FINDINGS

54% of respondents had experienced at least one online sexual harm during childhood.iv
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North America

71%

Central America

59%

Latin America

49%

Central Africa

31%

Southern Africa

57%
Australasia

67%

South Asia

50%

Southeast Asia

52%

East Asia

44%

Western Europe

65%

Middle East & 
Northern Africa

44%

Eastern Europe & Commonwealth 
of interdependent states

44%

Percentage of respondents who experienced at 
least one online sexual harm per sub-region.

Percentage of respondents who experienced at 
least one online sexual harm per region.

English speaking 
high-income countries

78%    62%

Latin America

62%    44%
Middle East & Northern Africa

50%    47%

Asia

51%
48%

Eastern Europe & Commonwealth 
of interdependent states

65%    39%

Global

57%    48%

Child online sexual harms are OCCURRING EVERYWHERE… 

…and although girls are more at risk, NEARLY HALF OF BOYS had experienced at 
least one online sexual harm.
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Percentage of respondents who experienced at least one online sexual harm by self-identified characteristic.

Respondents were asked if they self-identified as transgender/non-binary, LGBQ+, and/or disabled. The data in this graphic is from analysis that disaggregated the sample on the basis of those responses. 
The number of respondents who identified with these characteristics in any singular region was too small for accurate analysis on geographical variations in experiences for these groups.

% experienced any online sexual harm

CisgenderTransgender/non-binary

59% 47% 

LGBQ+

65% 

Not LGBQ+

46% 

Disabled

57% 

Not disabled

48% 

Respondents who identified as transgender/non-binary, LGBQ+ and/or disabled were MORE LIKELY  
to experience online sexual harms during childhood. 
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Percentage of respondents who experienced an online sexual harm by an adult they knew (disabled and non-disabled).

Disabled is defined as an impairment or condition (physical or mental) that affects the respondent's ability to carry out daily activities.

Disabled

Non-Disabled

Received sexually explicit 
content from an adult they 
knew before they turned 18

Had an adult they knew ask 
them to keep part of their 
online sexually explicit 
interactions a secret

Had an adult they knew 
share sexually explicit 
images and/or videos of 
them without permission

Were asked to do something 
sexually explicit online they 
were uncomfortable doing by 
an adult they knew

17%

10%

29%

14%

17% 18%

6% 7%

Disabled

Non-Disabled

Minority

Non-Minority

Percentage of respondents who took a certain action (minority and non-minority).
Minority is defined as race, nationality or ethnicity that is different to that of most people living in respondent’s country.

Delete or blocked 
the person

Spoke to a trusted adult or 
peer about the content

Reported the problem 
to the platform

39% 17% 16%

51% 24% 25%

Respondents who identified as disabled were MORE LIKELY to be targeted by an adult they knew. 

Respondents who identified as racial or ethnic minorities were LESS LIKELY to take action in cases 
where an adult they knew or someone they did not know before tried to send them sexually explicit content.



Device where respondent received content

Platform where respondent received content

68% 29% 18% 

Private message service Private image/
video sharing service

Open forum social media

62% 21% 17% 

Friend’s mobile phone Own laptop/computerOwn mobile phone

TWO-THIRDS of respondents who received sexually explicit material online as children received it 
through a private messaging service, most commonly on their personal mobile device. 
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KEY FINDINGS
The scale and scope of online sexual harms against children today 
is likely to be different. Ethical concerns about surveying children 
through an internet-based tool prevented us from collecting data 
from respondents under the age of 18. 

Why are the levels likely to be different today?

•	 Rapidly increasing internet penetration among individuals 
of all ages means that more children are receiving regular 
access to the internet at younger ages. 

•	 A larger percentage of children of all ages have access to 
both individual and adults’ and / or peers’ mobile phones 
more frequently and are using a wider range of platforms.

•	 COVID-19 has forced children to spend more time online and 
left people everywhere feeling more isolated.

•	 Digital platforms have become a common way for children 
to explore sexuality with their peers, but these fora for 
expression and exploration also open doors to new forms of 
abuse and exploitation.

Additional research is needed to understand how the dynamic 
internet and social media / digital platform landscape is changing 
the way children engage and what this means for their safety 
against online threats. Our study is a first step in painting a global 
picture of the issue, and identifying where future research would 
be valuable.

This study is based on data gathered through an online 
survey of 5,302 18 to 20 year olds who had regular 
access to the internet* as children (under 18) conducted 
from May to June 2021. 

The survey was fielded in 21 languages across 54 
countries, which were aggregated into 12 sub-regions** 
— each containing a minimum of 390 respondents — for 
analysis. The global sample and regional aggregation 
were used for analysis of gender and other demographic 
characteristics experiences.

Notes:

*‘Regular access to the internet’ is defined as someone 
going on the internet (i.e. not watching a friend, family 
person or other adult use the internet) at least once a 
week.

**Australasia, Central Africa, Central America, East Asia, 
Eastern Europe & Commonwealth of Independent States, 
Middle East & North Africa, North America, Southeast 
Asia, Southern Africa, South America, South Asia and 
Western Europe.

METHODOLOGY 

END NOTES
i	 Following the definition of a child in the Convention on the Rights of the Child, ‘children’ refers to people under 18 years old in 

this study.

ii	 ‘Regular access to the internet’ is defined as someone going on the internet themselves (i.e. not watching a friend, family person or 
other adult use the internet) at least once a week. ‘Children’ is defined as people aged under 18 years old. For a full discussion of 
how this sampling method is likely to affect results, see the full paper. 

iii	 A set of harmful behaviours considered as risk factors for potential or actual child sexual exploitation and abuse online.

iv	 54% of respondents had experienced one or more of the online sexual harms asked about in this survey.

ECONOMIST IMPACT  | 21
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It may be years before the full scale of pandemic-
related abuse is revealed. In the meantime, 
frontline services require an urgent boost to 
support the additional known victims created 
by COVID-19.

While lockdowns may have accelerated pathways into offending, 
the longer-term impacts of the pandemic threaten to reinforce 
commercial drivers of abuse. 

Many countries reported an increase in child sexual exploitation 
and abuse during COVID-19 (see Figure 5). The Netclean 2020 
survey of global law enforcement also indicated consensus across 
the policing community that there was an increase in attempts 
to contact children, volumes of child ‘self-generated’ sexual 
material, and activity on the dark web.31 Some law enforcement 
agencies anticipate a further rise in the volume of detected child 
sexual abuse material as more moderators resume their usual 
working practices.32  

Addressing this will require government investment to boost the 
capacity of frontline services, and industry collaboration to reduce 
reporting backlogs.

The true impact of COVID-19 is difficult to distinguish, primarily 
because the increase in reports of child sexual exploitation and 
abuse during the pandemic is not necessarily indicative of an 
equivalent increase in offending. Changes in working practices, 
including mandated shifts to home working, negatively affected 
some of the key reporting agencies. In some cases analysts 
were less able to assess reports or perform moderation duties to 
established standards, resulting an increase in ‘false positives’.33  
Heightened awareness of the issue may be contributing to 
the sustained increase observed in 2021, as news media and 
police agencies continue to spotlight alarming spikes in rates of 
reported abuse. 

COVID-19 created a ‘perfect storm’ of conditions that fuelled a 
rise in child sexual exploitation and abuse across the globe.30

COVID-19

05  
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NCMEC experienced a

106%
increase in reports of 
suspected child sexual 
exploitation to its 
global CyberTipline

Mexico

117%
Increase in reports of child 
sexual abuse materials 
discovered online

Uganda

60%
Of people surveyed had 
observed an increase 
in sexual violence 
against children since 
the start of lock down

Australia

129%
Increase of reports of child 
sexual abuse materials 
discovered online

Philippines

265%
Increase of cases of 

online sexual abuse and 
exploitation of children

Europe

50%
Increase in some 
countries in child 
sexual abuse online

India

95%
Increase in internet 
searches for child 
sexual abuse materials

Bangladesh

40%
Increase in calls 
to child helplines

Figure 5: Increases in child sexual abuse during COVID-19. 34 35 36 37 38 39 40              
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In September 2020, the closure of schools 
affected 827 million pupils worldwide.41 

During the pandemic some perpetrator prevention initiatives 
recorded increased demand for self-help services.42 43 Early on, 
there were concerns that individuals perpetrating abuse might 
be at greater risk because of “stress, lack of positive social 
supports, barriers to help-seeking, and increased opportunity” 
caused by confinements, “all of which are associated with risk of 
offending”.44 Increased demand for self-help suggests that such 
concerns have to some extent been borne out, and that lockdowns 
may have helped open and accelerate pathways into offending for 
some individuals. 

For many established offenders, lockdowns provided more 
opportunities to contact children (due to more being online at 
home, as a result of school closures) and more autonomy to 
network. In a global survey of frontline workers involved in child 
protection, 72.8% said there had been at least some increase in 
activity in online abuse communities during the pandemic.45

Use of ‘hidden services’ (websites hosted within a proxy network 
so their location cannot be traced) also increased, suggesting that 
more offenders learned to obfuscate their activities.46 Additionally 
there was a rise in online abuse as a form of ‘proxy’ offending 
for individuals who in other circumstances might have sought 
to abuse children in-person.47 This is particularly concerning as 
some children are now at greater risk of livestreaming abuse 
due to economic hardship caused or worsened by COVID-19. As 
ECPAT highlighted: “As families lose their income, particularly in 
the Global South, they may see an opportunity in ‘live-streaming 
shows’”.48 This is not least because the pandemic has increased 
demand for livestreaming as an alternative to ‘in-person’ abuse.49 

In this sense the pandemic also risks reinforcing commercial 
drivers of abuse in the long term. There is already evidence that 
children are reacting to weakened economic prospects by ‘self-
producing’ sexual material in exchange for payment.50
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The World Bank estimates that the pandemic will push an 
additional 88 to 115 million people into extreme poverty, 
causing this number to reach up to 150 million in 2021.51

Lockdowns heightened many risk factors for abuse. Timely 
intervention to boost stretched frontline services will be critical to 
supporting additional victims. 

Undoubtedly, lockdowns will have reduced the risk to children 
experiencing abuse in environments outside the home (such 
as institutional settings). However, for many others, lockdowns 
created or exacerbated vulnerabilities (such as loneliness or 
mental health needs52); increased the time they spent online53 
(and therefore accessible to predators54); and prevented access 
to support networks (such as trusted adults, friends) that might 
normally afford protection.55 The risk of suffering sexual abuse 
online during the pandemic is likely to have been greater for 
children experiencing a convergence of these risk factors.

As highlighted in Harms Chapter: Producing child sexual abuse 
material, a significant proportion of child sexual abuse is 
perpetrated by family. COVID-19 lockdowns will have caused many 
children to be trapped at home with their abusers. The suffering 
of such victims is likely to have been prolonged due to reduced 
access to the usual reporting channels through the pandemic. In 
Paraguay, reports of child sexual abuse decreased by 50% during 
lockdown, only to increase after the relaxation of measures – 
presumably because victims (and trusted adults, such as teachers 
or health workers) were able to leave home in order to report 
offences.56 In Jamaica, a decline in official reports of abuse was 
contradicted by the increasing number of hotline calls, suggesting 
that children may be in situations where normal reporting 
pathways are not accessible, and that “abuse is most likely taking 
place at home”.57 Australia noted a decrease in reports of child 
maltreatment during the first phase of the pandemic, only to 
observe a rebound when restrictions eased.58

In 2020, pandemic-related disruptions in child protection services 
were reported in 104 countries representing a total population of 
1.8 billion children.59 In many regions, policing capabilities were 
also affected. According to Netclean’s 2020 report, the capacity of 
law enforcement to investigate child sexual exploitation and abuse 
fell during the pandemic.60 Interpol indicated that the pandemic 
resulted in fewer reports reaching police, difficulties progressing 
existing investigations, and reduced use of the International Child 
Sexual Exploitation Database.61

As countries emerge from lockdowns, and as victims make 
delayed reports of abuse, the increased volume of cases is likely 
to exacerbate existing backlogs for frontline services. Without 
timely government intervention, the ripple effect of COVID-19 
has the potential to prolong children’s suffering and reduce case 
resolution rates. This may be likely if more governments across 
the world divert funds away from public services to stimulate the 
post-pandemic economic recovery.62 63 Such action will weaken 
the immediate threat response and may undermine the possibility 
of meaningful prevention in the future. In lower income countries, 
the situation could be exacerbated if other nations follow the 
UK’s lead in reducing Official Development Assistance (ODA),64 as 
spending priorities shift. The impact of such cuts could extend to 
increasing the long-term impact of future health crises, including 
the proliferation of child sexual exploitation and abuse. 
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SPOTLIGHT: 
Internet usage 
in Africa

Sub-Saharan Africa 
2020-2025:

130m
new internet users

70%
increase in 
smart-phone usage

20%
number of internet users 
grown by year-on-year

4G
rollout across the 
continent will bring 
millions more young 
people fast internet
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However, in recent years online safety 
technologies have advanced significantly. With 
wider uptake, these tools and techniques could 
enable the required step change in the global 
threat response. 

In 1995, less than 1% of the world’s population were active 
internet users.65 Today, this figure has grown to 59.5%.66 Global 
average download speeds are also increasing,67 and the number 
of active mobile devices in the world is expected to reach 17.62 
billion by 2024 – an increase of 3.7 billion devices compared to 
2020 levels.68 Some parts of the world are experiencing these 
changes at a significantly accelerated pace, such as the African 
continent (see Figure 6). Under 18s now account for one in three 
internet users across the globe.69

Technology

The pace of technological change continues to complicate 
the response to child sexual exploitation and abuse online.

As highlighted in United Nations General Comment 25 (see 
Glossary of Terms), the digital environment facilitates access to a 
range of children’s rights as ever more societal functions come to 
rely on digital technologies. The educational opportunities of such 
technologies have the potential to be especially transformative. 
The growth in mobile devices has been hailed as a powerful 
opportunity to reach the global population of girls who represent 
“two thirds of the world’s out of school primary age children”.73  
For children, the social benefits of connecting are also broad. 
According to the 2020 EU Kids Online survey, the majority “say 
they find it easier to be themselves online at least sometimes”.74 
This can be especially transformative for young people whose 
freedom of expression is otherwise limited (such as by disabilities 
or impairments, or due to inhabiting a restrictive socio-
environmental context).75 

For some children, the benefits of connectivity are currently 
countered by negative impacts, and experiences of harmful 
behaviours and sexual abuse. 

There is evidence to suggest that for some children, being online 
is exposing them to sexual interactions76 and sexual images.77 

78 While some (older) children may perceive these as positive 
opportunities to explore their sexual identity, for others, including 
young children, the developmental impact is more likely to be 
negative.79 As explained in Harm Chapter: Searching for and 
/ or viewing child sexual abuse material, habitual exposure to 
pornography is linked to the development of harmful sexual 
behaviour (see Glossary of Terms) in adolescents.80 81

The Economist Impact study commissioned alongside this report 
found that of the survey respondents who said they had been 
sent sexually explicit material, 62% had received it on their mobile 
device. In many countries, smartphones are now children’s 
preferred means of going online.82 83

Figure 6: Internet usage in Africa. 70 71 72
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Increased internet access via connected mobile devices 
contributes to the sense of entrapment for children who become 
victims of abuse, as offenders seem to infiltrate all aspects of 
their daily lives.84 Thorn’s 2021 survey of US youth revealed that 
many children respond to harmful online sexual interactions by 
downplaying their impact and not disclosing them: tactics that are 
likely to magnify and / or extend the harm caused.85

There are positive signs that advocates – including children 
and young people themselves – are beginning to challenge the 
apparent ‘normalisation’ of sexual abuse. In the UK in early 2021, 
revelations of ‘rape culture’ in schools inspired teens to share 
their experiences of sexual harassment as part of the ‘Everyone’s 
Invited’ movement. It has since amassed more than 50,000 
testimonials and generated similar momentum in the US.86 87 88 
While the internet has played a role in the proliferation of sexual 
exploitation and abuse, it also provides young people with a 
platform from which to demand change.89

Many police forces lack the capabilities required to investigate 
child sexual exploitation and abuse online. 

Even offenders with minimal technical knowhow can complicate 
the detection of crimes by using anonymisation solutions such 
as Tor and Virtual Private Networks (VPNs), which are now 
mainstream and built into some browsers by default.90 The use 
of encryption is also increasing (see Harm Chapter: Regulation, 
voluntary co-operation, and transparency). The overall effect is a 
significant hindrance to investigations caused by technologies with 
a low barrier to use. Offenders on the dark web pose a different 
set of challenges. Among the most technologically advanced, they 
exploit the opportunities afforded by new tools to enable their 
offending and evade detection.

62%

The Economist Impact study commissioned 
alongside this report found that of the survey 

respondents who said they had been sent sexually 
explicit material

had received it on their mobile device.

17.62 BILLION

The number of active mobile devices in the world is 
expected to reach

by 2024
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32.8%
Social media platforms

14.9%
Secure tooling

13.4%
Content storage & exchange

10.4%
Direct messaging

7.5%
Virtualising & emulation

7.5%
Secure operating 

systems

4.5%
Finance

6.0%
Capping techniques 

& tools

1.5%
Cloud file share

1.5%
Image management

Offenders on the dark web are becoming 
increasingly sophisticated and comfortable 
with cutting-edge technology used to create 
and distribute child sexual abuse material. 
Complicating matters, an emerging tech-savvy 
generation of dark web offenders are employing 
and promoting advanced security techniques and 
services to evade detection.

Making it even more difficult for law enforcement 
to investigate and prosecute these crimes, these 
offenders are continually searching online for 
new options and solutions to facilitate their 
exploitation of children. Distressingly, their 
operational toolkit is evolving and expanding at 
the current rate of online technology innovation.

Crisp analysts were able to gauge the level of 
perpetrator interest in technology topics by 
closely examining conversations that took place 
in a range of offender forums on the dark web, in 
February 2021.

Of the ‘technology topics’ discussed in these 
forums, nearly one-third related to platforms on 
which offenders would seek to engage children 
or vulnerable users, along with wider discussions 
on ‘tradecraft’ (see Glossary of Terms). Most 
concerningly, more than two-thirds of the 
discussion centred on topics such as technical 
tools for direct messaging, exchanging funds, 
or how to securely acquire and store content, 
both locally and in the cloud — all of which can 
make identifying and prosecuting offenders more 
challenging.

For definitions of technology topics, please see 
the Glossary of Terms.

Offenders on the dark web seek new 
tools to aid exploitation.

Figure 7: Technology topics discussed on dark web offender forums.
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Like other internet-enabled crimes, child sexual exploitation and 
abuse online throws up fundamental investigative challenges for 
many police agencies: most commonly, limited digital capabilities; 
insufficiently skilled personnel; and a lack of access to tools to 
expedite aspects of the investigative process. Sri Lanka recently 
reported a lack of technical staff in investigation units,91 while 
Thai police have stated they require more resources trained in the 
investigation of dark web and crypto-currency payments linked 
to abuse.92 

Some countries address this issue by bundling online child sexual 
exploitation and abuse into the remit of cybercrime units, where 
cases compete for attention with high volume, often complex 
crimes like fraud. In some places co-operation with online service 
providers also lags behind. According to Interpol, non-compliance 
with police warrants is a major global challenge.93 Discrepancies 
in corporate data retention policies can also complicate evidence-
gathering for police agencies.

The root cause of many of these issues is chronic under-
funding of policing. Investment is urgently required to build 
law enforcement’s digital investigative capabilities worldwide, 
and develop and enhance collaboration mechanisms critical 
to effectively tackling cross-border and technologically 
sophisticated offending.94  

Some legislative frameworks are still not fit for the digital age. 
Gaps risk creating a sense of impunity surrounding child sexual 
abuse online. 

In recent decades, there has been more consistency in legislative 
approaches to child sexual abuse, catalysed by international 
instruments such as the Lanzarote Convention (see Glossary 
of Terms). However, gaps persist. Since 2006, the International 
Centre for Missing and Exploited Children has regularly conducted 
a review of child sexual abuse material legislation in the 196 
Interpol member countries. The first survey found legislation 
to be ‘sufficient’ in just 27 countries; the latest edition (2018) 
reveals that 71 are still yet to define child sexual abuse material, 
while only 32 require internet service providers to report 
such offences.95  

The role of technology in child sexual exploitation and abuse 
crimes throws up a raft of specific legislative challenges. 

Discrepancies in the treatment of ‘online’ versus in-person 
abuse are common and cited as a reason why internet offenders 
seemingly operate with impunity. A case review by the charity 
International Justice Mission (IJM) highlighted that only Scotland, 
Canada, Australia and Sweden punish livestreaming of abuse 
“on a par with contact offending”.96 Many countries also have no 
defined legal position on the use of non-photographic child sexual 
abuse material.97 98 The impact of this gap may grow as offenders 
diversify production methods using technologies like Computer-
Generated Imagery (CGI) (see Harm Chapter: Producing child 
sexual abuse material). Such shortcomings risk creating a sense 
of impunity to further fuel offending, not least because offenders 
have been noted to purposely target children in jurisdictions with 
weak provisions.99 

The good news is that the technology now exists to protect 
children and catch offenders. With wide uptake, online safety 
tools and techniques have the potential to transform the global 
threat response. 

In recent years there have been significant advances in online 
safety technologies. Key examples include:

•	 Grooming detection tools and ‘Safety by Design’ features 
that reduce offender opportunity and promote safe online 
behaviours (see Harm Chapter: Grooming children online for 
the purpose of sexual exploitation and abuse).

•	 Deterrence mechanisms that disrupt pathways to offending 
(see Harm Chapter: Searching for and /or viewing child sexual 
abuse material).

•	 Hash-matching’ (see Glossary of Terms)  solutions to detect 
and remove ‘known’ child sexual abuse material, and 
classifiers used to detect first generation material (see Harm 
Chapter: Sharing and / or storing child sexual abuse material).

The expanding Safety Tech sector has played a pivotal role in the 
development of many such technologies. In the UK alone, where 
Safety Tech companies collectively hold 25% of the global market 
share, the sector has experienced an estimated 35% annual 
growth rate since 2016,100 and is on track to achieve £1bn in 
revenues by 2024 (see Figure 8 below).101 More than half (52%) of 
UK firms have an established international presence.102 
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£1bn revenues by 2024

Year end
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Key
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By reducing offender opportunities and enhancing the protections 
afforded to children, online safety technologies have the potential 
to boost the global response to child sexual exploitation and abuse 
online. This is without factoring the possible impact of tools and 
techniques still in development, for example:

•	 Improved facial recognition, which could speed up the 
identification of child victims.103

•	 Predictive analytics, which are already used by some 
authorities to identify children at high risk of abuse, to enable 
early intervention.104 

•	 Tools that can harvest metadata (see Glossary of Terms) 
to detect potential child sexual abuse material, even if the 
material itself is not discoverable.105

•	 Camera ‘fingerprinting’ techniques used to attribute photos 
and / or videos to a specific device. In some countries 
these techniques are already being used to streamline and 
strengthen prosecutions.107 

Figure 8: Chart showing projected growth for the UK Safety Tech Industry, reproduced with the permission of the UK Department for Digital, Media, Culture, and Sport. 108

Safety Tech providers develop technology or solutions to 
facilitate safer online experiences, and protect users from 
harmful content, contact, or conduct.106 

WHAT IS ‘SAFETY TECH’?
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APPLE: EXPANDED PROTECTIONS 
FOR CHILDREN

Apple are considering the introduction of additional 
child safety features in the United States. 
These include:

•	 New device-level tools that would warn children 
and, in the case of those under 13, their parents or 
guardians when receiving or sending sexually explicit 
photos, if parents or guardians have elected to 
be notified.

•	 Updates to Siri and Search to help users in the event 
they encounter sexually unsafe situations online and 
offline, and also to intervene when users try to search 
for child sexual abuse material to provide resources 
and warnings aimed at abuse prevention.

•	 Use of the new NeuralHash tool to identify ‘known’ 
child sexual abuse material stored in iCloud Photo 
Library, by ‘matching’ content against a hash 
database of child sexual abuse images. If the 
matching of hashes exceeds a minimum threshold, 
it will trigger a human review for confirmation before 
a report is sent to NCMEC. The matching process is 
powered by a cryptographic technology called Private 
Set Intersection and Threshold Secret Sharing, which 
determines if there is a match without revealing the 
result - unless and until the threshold is met. Apple 
cannot learn anything about a user’s account unless 
a collection of matching images to ‘known’ CSAM has 
been detected.

Critically, the features could be compatible 
with Apple’s encrypted iMessaging service and 
demonstrate the continued potential to counter the 
threat of child sexual exploitation and abuse even 
within encrypted environments, by adopting device-
level and server-side technologies whilst preserving 
data privacy.

GLOBAL PARTNERSHIP TO END 
VIOLENCE AGAINST CHILDREN: 
SAFE ONLINE FUND 

The Safe Online initiative is part of the Global 
Partnership to End Violence Against Children. It 
invests in programmatic interventions, evidence 
generation and technological innovation to combat 
child sexual abuse online. Since 2017, Safe Online 
has invested a total of USD 48m in 60 projects. In 
2020, USD 10m of this was invested in the design 
and integration of technology solutions. 

Alongside financial investments to strengthen 
the response to child sexual abuse online, the 
End Violence Partnership’s Safe Online initiative 
fosters knowledge generation and collaboration 
to maximise the use of collective resources and 
ensure investments have a broad impact. 

Safe Online plays a critical role in advocating and 
driving collaborative action to align global, regional 
and national efforts to combat online harms 
against children. 

This vision relies on governments and private sector companies 
increasing investments to scale up solutions that keep children 
safe. As highlighted by the End Violence Partnership, lack of 
investment remains the biggest obstacle to an effective response 
to child sexual exploitation and abuse online.109 Broad and 
consistent uptake of technologies will be key to avoid offenders 
simply diverting children onto platforms that do not have safety 
mechanisms integrated. 

As uptake increases, international alignment on the legal basis 
for using such technologies will become increasingly critical,110  
recognising that many raise ethical and privacy considerations. 
Governments need to consult closely with companies to 
develop legal frameworks to enable responsible innovation that 
puts children’s rights at the centre of technology design and 
deployment. This must include protection of children’s right to 
privacy, ‘age appropriate’ explanations, and non-discrimination in 
the application of AI algorithms.111 Mechanisms to protect younger 
children merit special consideration to ensure they are not 
deprived opportunities due to perceived risks, not least because 
low digital literacy could ultimately make them more susceptible 
to abuse.112  
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1. Observation
Harmful phenomena are witnessed 

or experienced by end users

2. Transparency
End users make judgments about 
harms based on the information 

made available to them 

3. Accountability
Organisations are held accountable

4. Correction
Organisations take measures to 

correct issues

The proliferation of child sexual exploitation and 
abuse online has fuelled debate on internet 
regulation in recent years. 

As more countries move to regulate online service providers, 
voluntary co-operation and transparency will continue to be critical 
to cohere the global response. 

Regulation aims to provide standards for balancing user privacy 
and safety to enable a more consistent approach to tackling 
online harms.

There has been significant momentum towards the regulation of 
digital services and online safety in the past three years. Among 
the first to pursue a legislative solution are Australia, Germany, the 
UK, the European Union, and Ireland (see Figure 10).

Effective regulatory systems conform to a consistent four-step 
cycle (see Figure 9). 

The regulation of online harms is relatively immature compared 
to other sectors – such as aviation, food, and financial services. 
Transparency is limited, and voluntary accountability and 
corrective action are inconsistent. However, increasing awareness 
of harm is creating growing international pressure for consistent 
transparency, accountability standards and corrective action to be 
enforced through legislation and regulation.          
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Regulation, voluntary co-operation 
and transparency

The pace of technological change continues to complicate 
the response to child sexual exploitation and abuse online. 

Figure 9: Steps in an effective regulatory cycle.
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Germany (DEU) Network 
Enforcement Act

Obliges social network to 
quickly remove illegal 

content and provide regular 
transparency reports.

2018

2021

AUS Online Safety Act

Extends the reach of the Broadcasting 
Services Amendment (online services) 

Act 1999 to allow the issuing of 
removal notices, link deletion notices 
and app removal notices in relation to 

child sexual exploitation and abuse 
material. Also provides the creation of 

industry codes of practice.

UK Online Safety Bill

The cornerstone of the UK’s 
commitment to ‘make the UK 

the safest place in the world to 
be online’, the bill will 

establish a new regulator with 
the power to impose fines for 
non-compliance of up to 10% 
of companies’ global turnover.

2021 20??

IRE Online Safety & 
Media Regulation Bill

If passed an Online Safety 
Commissioner will be appointed 

to oversee a new regulatory 
framework for online safety.

20??
Future 

Regulation

20??

EU measures

If passed, the Digital Services 
Act will improve mechanisms for 

the removal of illegal content 
online. Other relevant EU 

measures include a strategy to 
fight child sexual abuse which 
purposes mandatory reporting 
and sector-specific legislation.

In the physical world, legal frameworks help companies and 
authorities balance individual privacy and safety, but in the 
online realm such standards are nascent. By clarifying the 
responsibilities of online service providers, regulation could 
establish a more consistent balance to better protect internet 
users from harm – particularly children.119  

Increasing use of End-to-End Encryption (E2EE) exemplifies 
the risk of not having consistent online safety standards, and 
supports the case for regulation.

Encryption and E2EE have grown in popularity in recent years 
as the public have become more conscious of protecting their 
online data and privacy. E2EE is one of the most effective privacy 
safeguards available. The UN Special Rapporteur on Freedom of 
Expression has described E2EE as “the most basic building block 
for digital security on messaging apps”, highlighting the protection 
it can afford to minorities at “serious risk of human rights 
violations and persecution”.120 E2EE is already integrated into 
some messaging services, and a number of large platforms have 
announced plans to implement121 or extend the functionality.122  

A form of encryption wherein the content of each 
message is visible only to the sender and recipient. 
Unscrambling the message requires a private decryption 
key exchanged between correspondents, so that while 
the message may be intercepted, it cannot be viewed or 
monitored by the service provider, law enforcement or 
any other third party.123 

WHAT IS ‘END-TO-END’ 
ENCRYPTION (E2EE)?

However, E2EE undermines efforts to tackle child sexual 
exploitation and abuse online. Most detection technologies 
(for example, ‘hash-matching’; grooming detection algorithms; 
classifiers to identify child sexual abuse material) are not readily 
deployable within E2EE environments. 

Figure 10: The road to internet regulation. 113 114 115 116 117 118
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Disagreement in Europe over the use of automated detection 
technologies has provided an inadvertent preview of the likely 
consequences if it were no longer possible to deploy such tools. 
NCMEC saw a 58% decrease in EU-related Cyber Tipline reports 
when their use was discontinued by some companies in December 
2020 in order to comply with the European e-Privacy directive.124 

125 A temporary derogation to the legislation was agreed in May 
2021,126 but this only enables detection to be reinstated for 
three years. As highlighted by ECPAT,127 a long-term legislative 
response is required to resolve the issue. It is hoped that the EU’s 
adoption of a new child rights strategy,128 and work to enhance 
the fight against child sexual abuse online,129 will pave the way to 
a solution. 

By hiding the scale of detectable child sexual exploitation and 
abuse online,130 the proliferation of E2EE could make it difficult to 
argue for increased investment to combat the threat.131 It is also 
likely to complicate investigation by law enforcement, because 
applications for warrants to gain access to suspects’ devices 
(to secure evidence of crimes) would not be able to cite the 
content of communications. Instead, these would be limited to 
the incorporation of metadata (see Glossary of Terms) and other 
indicators that point to ‘probable’ suspicious activity.132 While 
such intelligence can be used by platforms to monitor high-risk 
actors, as explained by the Virtual Global Taskforce, metadata “is 
usually insufficient to meet the threshold required for a search 
warrant”.133 The National Crime Agency (NCA) in the UK highlighted 
its investigation into prolific online offender David Wilson, who 
used fake social media profiles to trick at least 500 young boys 
into sending sexual videos and images of themselves, and then 
proceeded to blackmail and terrorise them. The NCA warned 
that not only would E2EE have reduced the likelihood of Wilson’s 
offences being detected, it would also have potentially prevented 
access to the 250,000 messages that provided the evidence to 
convict him.133 Increased use of E2EE could also undermine the 
detection of abuse in non-encrypted environments, by reducing 
access to child sexual abuse material required to train classifiers 
and other tools that detect illegal content.135 

Innovation is underway to make detection tools compatible with 
E2EE. ‘Homomorphic’ encryption is emerging as a potential 
solution because it offers a way of analysing encrypted data 
without decrypting it first.136 Research efforts are focused on 
improving the efficiency of the technology, to enable deployment 
at scale.  Other proposals include:

•	 Building detection tools into browsers and device operating 
systems (reducing reliance on platforms to detect abuse).137 

•	 The use of secure ‘enclaves’ that would provide a protected 
environment in which to decrypt, scan, and then recrypt 
content for onward transmission.138 

•	 The creation of digital ‘signatures’ for content at the point of 
transmission. These would be transmitted alongside encrypted 
content, enabling online service providers to screen messages 
for the signatures (‘hashes’) of known child sexual abuse 
material.139 140   

None of these solutions would directly facilitate law enforcement 
access to content: police would still require suspects’ or victims’ 
devices to prove offences.141 However, they could enable more 
proactive detection and removal of child sexual abuse material 
(as opposed to reactive activity, triggered by user reports or police 
investigations).142 Privacy proponents might argue that such 
measures are disproportionate given that the benefits of E2EE 
are more relevant than the issue of child sexual exploitation and 
abuse online for the majority of internet users.143 

Voluntary co-operation and transparency are key complements to 
regulation, required to cohere the global response.

By helping companies balance user privacy and safety, internet 
regulation could partially mitigate the impact of E2EE on the 
detection of child sexual exploitation and abuse online. Laws have 
potential to enhance prevention: the Canadian Centre for Child 
Protection regard regulation as critical to reduce the “high levels 
of image recidivism” and “long delays in removal times”, by the 
provision of commercial and legal incentives ”to prevent images 
from surfacing or resurfacing in the first place”.144   

Implementing new internet laws will undoubtedly bring challenges. 
They represent uncharted territory for many governments, and 
throw up difficult questions, such as:

•	 How to prevent harm without unduly curtailing freedom of 
expression.

•	 What constitutes ‘harmful’ content (illegal content is easier to 
define).

•	 How to mitigate the risk that laws have a disproportionate 
commercial impact on smaller companies.

•	 For companies with an international user base, how to ensure 
compliance with regulation in different jurisdictions.145 
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Developed at the Five Country 
Ministerial Digital Industry Roundtable 
in 2019, the Voluntary Principles provide 
a framework for technology companies 
of all sizes to tackle the threat of child 
sexual exploitation and abuse online.150 
A list of Alliance Members and other 
companies that have endorsed the 
Principles is found here.

Industry framework established by nine 
of the world’s biggest technology 
companies in February 2021. The scope 
of the partnership is broad and 
encompasses the handling of all harmful 
content and behaviour online.151

‘Project Protect’ has established a 
multi-million dollar Research and 
Innovation Fund to develop tools to 
prevent and eradicate child sexual 
exploitation and abuse online, to be 
spearheaded by the global companies 
that comprise the Tech Coalition 
consortium.152  

Voluntary 
Principles

Digital Trust 
and Safety 
Partnership 

Technology 
Coalition 

‘Project Protect’

Adaptability and close consultation with online service providers 
will be critical through implementation, to increase the chance of 
laws delivering anticipated benefits. 

Ultimately, a global solution will be required: international 
agreement is the only way to reduce the risk of creating 
what Australia’s e-Safety Commissioner characterises as “a 
regulatory ‘splinternet’ of different laws between countries 
and regions”. Such global inconsistencies could undermine 
effective oversight,146 whether due to companies or internet users 
themselves adapting their activities to evade regulation. It is 
possible that “as big platforms crack down…there is an exodus 
to spaces that are more difficult to scrutinise and moderate”.147  
Already the user bases for some larger platforms appear to be 
shrinking: globally the time spent using the five most downloaded 
social-media apps fell by 5% in 2020.148 

In the meantime, voluntary co-operation and transparency exist 
as important complements to regulation. In addition to bridging 
emerging gaps between different regulatory frameworks, co-
operation and transparency also enable responsiveness to tackle 
a fast-evolving threat. 

Transparency from online service providers is critical to improving 
our understanding of the threat, and what makes for an effective 
response. As detection and disruption tools become more 
advanced, transparency is increasingly important to establish 
consistent standards for their proportionate use, and to “alleviate 
fears about ‘mission creep’ and misuse of technology”.149 

International voluntary co-operation has advanced (see Figure 11), 
alongside technology innovation. More work is needed to ensure 
that initiatives are geographically inclusive, and involve the broad 
range of stakeholders with a role in providing online services. For 
example, extending beyond platforms to device manufacturers and 
mobile network operators.

Figure 11: Examples of international voluntary co-operation. 

NCMEC saw a 58% decrease in EU-related Cyber Tipline 
reports when their use was discontinued by some 
companies in December 2020 in order to comply with 
the European e-Privacy directive.  
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06  
Harms
Grooming children online for the purpose 
of sexual exploitation and abuse

“For those whose intent it is to exploit children, it’s far 
easier today than it was 20 or 30 years ago to cast 
as wide a net as possible. They can send a thousand 
requests in a matter of days, and receive 999 declines. 
It takes just one accepted chat or friend request to 
open the door.” 

Thorn, April 2021163 

As more children enjoy increased access to the internet, there 
is a significant risk that the incidence of online grooming 
continues to grow, unless protective solutions are implemented.

In 2020, NCMEC reported a 97.5% increase 
in ‘online enticement’153 – a broad category of 
exploitation that encompasses online grooming. 
According to NCMEC it involves “an adult 
communicating with someone believed to be a 
child via the internet with the intent to commit a 
sexual offence or abduction”.154  
Netclean’s 2020 survey of 470 police officers from 39 countries 
also uncovered an increase in attempts to contact children, 
corroborating the inference that the incidence of online grooming 
is increasing.155

Grooming can often lead to the full spectrum of harms 
comprising child sexual exploitation and abuse: including 
production of imagery; coercion; extortion; and in-person abuse, 
the consequences of which can be severe. A NCMEC study of 
sexual extortion reports logged between 2014 and 2016 revealed 
that of the victims who had experienced a negative outcome, one 
in three had engaged in self-harm, or threatened or attempted 
suicide.156 There is evidence that online grooming is also being 
used by traffickers to recruit children for commercially motivated 
sexual exploitation.157 

It is difficult to dig deeper into the prevalence of online 
grooming because many countries are yet to define it in law. A 
benchmarking exercise conducted by Economist Impact in 2020 
to rank country responses to child sexual abuse revealed that 
of 60 countries examined, only 21 had legislation that outlaws 
online grooming for sexual purposes.158 The absence of a legal 
definition complicates reporting and investigation on a national 
and international level. Grooming is criminalised in the ‘Lanzarote 

Convention’ (the Council of Europe Convention on the Protection 
of Children against Sexual Exploitation and Sexual Abuse – see 
Glossary of Terms).

However, this definition supposes a proposal to meet followed by 
‘material acts’ leading to a meeting. It needs updating to address 
situations where the abuse is perpetrated solely online.159  

Characteristics of the digital environment have created new risk 
factors for online grooming.

A 2017 study estimated that by age 12, 50% of children in the 
world have social media accounts:160 a digital ‘footprint’ which 
“help predators immerse themselves in children’s lives as a 
precursor to making contact”.161 Information gleaned through 
features such as geotagging of images and ‘checking in’ to places 
can also be used by offenders to heighten their victims’ sense of 
entrapment, or provide opportunities for an offender to physically 
locate a child. The internet has to some extent also normalised 
communication with strangers – the 2020 EU Kids Online Survey 
found that being in contact with someone unknown online is a 
common experience for 37% of children.162 

The internet enables grooming tactics that are not replicable in 
the physical world:
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How children respond in such situations is a function of a 
complex interplay of factors. Since early 2020, these include 
a child’s individual experience of COVID-19. As the UK charity 
the NSPCC warned: “Feelings of loneliness brought on by the 
pandemic situation have led some children to seek company 
and support from strangers, putting them at increased risk of 
being groomed.”164 

Online environments offer diverse opportunities for those seeking 
to groom. 

A common tactic employed by perpetrators of online grooming is 
the use of multiple channels to access a wider pool of potential 
victims and evade detection. Offenders seek to systematically 
migrate a conversation from a public platform to a private 
messaging forum — a technique known as ‘off-platforming’. 
Typically, exchanges are moved onto applications that either 
use E2EE (assuring that communications cannot be monitored), 
or those lacking built-in tools to detect predatory behaviour. 
Offenders frequently migrate in high numbers to newer platforms 
with underdeveloped safety and moderation mechanisms. An 
analysis of reports of ‘Online Coercion and Sexual Extortion of 
Children’ logged by NCMEC between 2013 and 2016 revealed 
the use of multiple platforms in 42% of cases.165 The Economist 
Impact survey commissioned alongside this report found that 68% 
of respondents who received sexually explicit material online as 
children received it through a private messaging service.

Children report having been approached by groomers “on social 
media networks, instant messaging apps, live streaming platforms, 
and voice or text chat services built into online multiplayer 
games”.166 Gaming platforms pose complex child safety challenges 
because within such environments, interactions between adults 
and children are relatively normalised. In-game socialisation 
is enabled by built-in audio and video chat, and platforms that 
allow gamers to livestream as they play. Europol has warned 
that children “are more exposed to potential offenders through 
online gaming”,167 partly as a result of COVID-19, which is credited 
with causing gaming industry growth in 2021 to exceed previous 
forecasts by 50%.168

MARIE COLLINS FOUNDATION: 
Olivia’s Story

Olivia* was sexually groomed online by multiple 
offenders over a period of two years. She was 10 
years old when the abuse was discovered. The primary 
offender groomed her through a children’s gaming app 
before moving communications onto more private apps. 

He shared Olivia’s details with other abusers, who began 
to contact her directly, sending her links to pornographic 
videos to normalise the sexual behaviour and ‘teach’ 
her what to do. They were males in several different 
countries, communicating via the dark web.

Olivia eventually ‘disclosed’ the abuse by leaving her 
mobile device unlocked, with emails from the abusers on 
display for her father to see. She was receiving hundreds 
of emails from different men and was unable to keep the 
secret any longer: she was scared and wanted the abuse 
to stop.

The abuse had a huge impact on Olivia’s mental health, 
and her sense of self. 

The Marie Collins Foundation (MCF) is a UK-based 
charity whose vision is to ensure that all children and 
young people who suffer sexual abuse are supported to 
recover and live safe, fulfilling lives.169 

*a pseudonym

 An analysis of reports of ‘Online 
Coercion and Sexual Extortion of 

Children’ logged by NCMEC between 

revealed the use of multiple platforms in

of cases.
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The anonymity and borderless nature of the 
internet, along with ease of access to perceived 
safe spaces online, gives perpetrators the 
confidence to share child sexual abuse material, 
and tactics and ‘tradecraft’ for evading detection, 
through offender networking.

For the gaming industry, chat rooms, voice calls 
and livestreams have provided more ways for 
offenders to initiate contact with children and 
begin the grooming process. A Crisp analysis of 
dark web conversations featuring mentions of 
three popular global gaming platforms uncovered 
an ongoing dialogue between offenders, 
ostensibly to share relevant grooming tips. The 
number of conversations increased on average by 
13% across the platforms from 2019 to 2020.

 

Crisp also observed the continued use of 
‘masked words’ by offenders on the platforms 
themselves. These are words in which key 
letters are replaced with numbers or symbols in 
order to evade detection methods (e.g. typing 
‘8!rthday’ instead of ‘Birthday’). By identifying 
when offenders attempted to mask words on the 
platforms, Crisp identified up to 50% more pieces 
of content containing these terms, leading to the 
identification of more harmful content and the 
bad actors behind it.

User safety — in gaming or on any social media / 
user-generated-content platform — demands the 
ability to quickly identify harmful content and the 
strategies behind its creation. The application of 
this intelligence is essential for the identification 
of offenders, and to inform policy updates to 
prevent future harm.

Uncovering offenders’ ‘masked words’ 
reveals more harmful content on 
gaming platforms.

Figure 12: Additional content found when masked terms were identified.
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Solutions exist to detect online grooming, but adoption is not 
widespread, and technical challenges persist.

Tools that use artificial intelligence to identify and block child 
grooming conversations are already in use. However, just 37% 
of companies who responded to a WeProtect Global Alliance / 
Technology Coalition survey deploy such technology.170  

Detecting online grooming presents challenges. Building tools 
relies on developers having access to grooming chat ‘scripts’ 
to train algorithms. While there are examples of effective 
collaboration between police, platforms and developers, there 
is scope to streamline data-sharing to enhance innovation. 
Additional difficulties include developing tools that can work in 
multiple languages and overcome the use of slang and codewords. 
Continued innovation is required to enhance the accuracy of 
such tools, which would also minimise unjustified intrusions of 
user privacy. 

The most effective solutions are those that can detect high-risk 
conversations to prevent grooming before it takes place. Such 
technology is complex however, not least because “chat can 
escalate very rapidly… a conversation can take a sexual turn in 
just three minutes”.171 Most grooming detection tools are not 
readily deployable within E2EE environments.

The incidence of online grooming could be significantly reduced 
by making online environments ‘Safe by Design’.

‘Safety by Design’ is an initiative of the Australian e-Safety 
Commissioner, now popular worldwide, which establishes user 
safety as “a fundamental design principle that needs to be 
embedded in the development of technological innovations from 
the start”. 172 

‘Safety by Design’ solutions with the most potential to reduce the 
risk of online grooming include age estimation and age verification 
tools. Such technology is still relatively nascent,173 but could be 
used to exclude predators from children’s forums, and ensure age-
appropriate online experiences. Other examples include parental 
controls and content filters. Many mainstream platforms already 
incorporate some of these: 

•	 Gaming platform Roblox has built-in security software blocking 
explicit content and preventing young users sharing their 
contact information.174 

•	 Social networking platform TikTok has introduced default 
privacy and safety settings for under 18s.175  

•	 Instagram is adding safety features to protect teenagers from 
unwanted direct messages from adults they don’t know.176 

•	 YouTube has developed ‘Supervised Experiences’ for children 
under 13, limiting their ability to upload content, chat or 
receive comments, and helping parents manage content 
they access.177 

YOTI: AGE ESTIMATION TECHNOLOGY

YOTI is a UK-based global identity platform with age 
estimation technology.

YOTI’s age estimation AI analyses an individual’s 
face and produces an age estimate in 1-1.5 
seconds without revealing or keeping any personal 
data. It currently delivers a mean accuracy rate of 
2.19 years across all ages and 1.5 years for 13-25 
year olds – ensuring age appropriate moderation 
with industry standard age thresholds. It’s also 
inclusive for the 13% of the global population that 
doesn’t own photo identification.

To date, YOTI age estimation technology has 
conducted more than 500 million age checks for 
partner organisations: including live streaming; 
ecommerce; adult; gaming; and telecom operators. 

We must improve our understanding of online grooming to 
enable continued effective prevention and detection.

The effectiveness of interventions may be limited if gaps in 
knowledge and research are not addressed. 

We still do not fully understand the interplay between online 
and ‘in-person’ grooming, and the complexities of intervening to 
prevent such abuse particularly if the groomer is known to the 
child (as is the case in most instances of ‘in-person’ grooming).178 
Linked to this, there is a need to improve our understanding of 
offending pathways for those who groom children online, and 
the risk and protective factors that affect the likelihood of a child 
being abused. It has been highlighted for example that children 
with disabilities may have particular vulnerabilities because they 
turn to the internet to compensate for a lack of real-world support 
or connections.179 Insights on such questions can be applied to 
design powerful, tailored interventions to protect children and 
further remove or reduce offender opportunity.

Such features can reduce children’s risk of falling victim to online 
grooming by limiting offender opportunities and educating children 
about online risks. They can also increase the effectiveness of 
other safety mechanisms by reducing the volume of incidents 
overall to enable more targeted monitoring and safeguarding. 
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06  
Harms
Producing child sexual abuse material

Offenders are evolving their production methods, 
often to take advantage of new technologies. 

Production is most likely happening in all regions of the world. 
Girls of all ages appear in imagery most often. 

A joint study by Thorn, Google and NCMEC in 2019 found that 81% 
of reports of child sexual abuse material came from Asia, Africa 
and Europe.180 The latest evidence from NCMEC (see Figure 13 
below) indicates that the same regions, with the addition of the 
Americas, continue to generate a large proportion of referrals. 

Unfortunately, such data offer an inherently limited view of global 
trends. For one, the origin of reports may not be the same as the 
origin of the images. In addition, reports only convey the extent 
of the ‘known’ issue. It is highly likely that (more) production is 
happening in countries where there are fewer or no established 
mechanisms to detect it. This is supported by the results of 
the Economist Impact survey, which found that children are 
experiencing online sexual harms in all regions of the world.

When the abuse of a child is documented, the perpetrator 
also commits an offence of producing child sexual 
abuse material. 

Figure 13: The origins of reports of suspected child sexual exploitation received by NCMEC’s Cyber Tipline in 2020. Reproduced with the permission of NCMEC. 181
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US Department of Justice: 
‘BabyHeart’ dark web site

‘BabyHeart’ was a site on the dark web dedicated to the 
abuse of children aged five and under. It was publicly 
available for more than two years, during which time 
its membership grew into the hundreds of thousands. 
Offenders on the site discussed their preference for 
children in the stated age range because they were 
perceived as less likely – or unable – to report the 
abuse, and were considered to be ‘lower risk’. Most of 
the imagery shared on ‘BabyHeart’ was undoubtedly 
produced through familial abuse or in other care provider 
scenarios. This starkly underscores the importance of 
prevention and detection mechanisms that do not rely on 
children coming forward, and which do not assume that 
families are protective.194 

Further demonstrating the geographical biases at play, evidence 
indicates that children from North America and Western Europe 
are more likely to be identified in abuse imagery than children 
from Eastern Europe and Southeast Asia, most likely due to more 
advanced reporting and victim identification protocols.182 This 
pattern is symptomatic of the global inequalities that alter the 
local impact of abuse, and change the shape of the threat overall.

In 2020, INHOPE assessed 267,192 illegal content URLs, of 
which 93% involved female child victims.183 The IWF, a close 
partner to INHOPE, reports the same proportion of content 
featuring girls, of the URLs assessed by its team.184 This does not 
necessarily mean girls are more subject to abuse than boys. In 
fact, the Economist Impact survey found only a slight difference 
in reported experiences of online sexual harms between male 
and female respondents. The abuse of boys may simply be less 
documented. It may suggest however that girls are more likely to 
experience prolonged harm as a result of production, sharing and 
further distribution of their imagery.    

Child sexual abuse material is often produced by 
family members. This creates a raft of detection and 
prevention challenges. 

According to the IWF, child ‘self-generated’ sexual material 
predominantly features children in a home setting.185 Within 
the past year, more production in home environments has also 
been attributed to criminal groups adapting their ways of working 
through COVID-19, “escalating the use of online communication 
and exploitation in homes”.186 However, for the most part imagery 
is generated within family homes because family members are 
often producers of child sexual abuse material:

•	 A study of child sexual abuse cases in Colombia found 
that offenders are usually in the child’s circle of trust or 
nuclear family.187 

•	 In Mexico, 73% of sexual abuse offences against children 
are committed by relatives, and 75% of abuse occurs in 
victim’s homes.188 

•	 A study of 150 adult survivors in Australia found that 42% 
identified their biological, adoptive or step-father as the 
primary abuser, and producer of child abuse material.189 

•	 A study of child abuse cases in Spain revealed that in 80.2% 
of cases, the abuser belonged to the victim’s circle of trust – 
and was their biological father in 32% of cases.190

Suffering sexual abuse at the hands of a family member can 
create additional, complex trauma, not least because this 
type of abuse often starts when victims are younger, and lasts 
longer.191 Victims of familial abuse are also least likely to disclose, 
although self-reporting is low generally among child sexual abuse 
victims. Just 2% of NCMEC’s Cyber Tipline reports come from 
children themselves.192  

Despite significant advances in image analysis and facial 
recognition technologies, victim identification rates remain 
low overall. As of April 2021, the Canadian Centre for Child 
Protection’s Project Arachnid had processed 126 billion images, 
85% of which feature victims who are as yet unidentified.193 Victim 
identification challenges underscore the critical importance of 
educating whole communities and investing in child protection 
systems to improve the detection of abuse, so victims can be 
identified and safeguarded.
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Offenders are evolving their production methods. Some are 
covert, and children may be unaware they are victims.

‘Capping’ has become more prevalent in recent years, with some 
law enforcement agencies reporting a marked increase during 
the COVID-19 pandemic.195 196 197 It usually involves the grooming 
and sexual coercion of children and has been linked to the rise 
in child ‘self-generated’ material. Offenders target children on a 
variety of platforms and seek to gain their trust, before coercing 
them into sexual acts that are captured on camera. Material 
is then shared in dark web forums. According to Europol, the 
number of messages and threads in a section for ‘cappers’ in one 
dark web forum more than tripled between December 2019 and 
February 2020.198

The Australian Centre to Counter Child Exploitation has identified 
‘capping’ as the most problematic current offending trend, 
which is generating approximately 60-70% of referrals to its 
Victim Identification Unit. ‘Capping’ also illustrates the potential 
for ‘gamification’ (see Glossary of Terms) of abuse. One site 
on the dark web monitored by law enforcement holds monthly 
competitions and ‘capping battles’, where cappers go head-to-
head posting abusive imagery.199 

While some children will know they have been victims of ‘capping’, 
others may be unaware. The covert creation of child sexual abuse 
material is a broader production trend enabled by a range of 
digital devices including webcams (sometimes hacked), and home 
or school security cameras. In South Korea, the phenomenon is 
known as ‘molka’ and is taken to the next level by the deployment 
of spy-cams in everyday objects such as pens.200  

Technologies such as Computer-Generated Imagery (CGI) may 
enable further diversification of production, and require changes 
to legislation.

Currently ‘deepfakes’ and ‘CGI’ are not commonly encountered 
in child abuse investigations.201 However, they may become more 
popular. In 2020, an AI ‘bot’ operating on Telegram generated 
100,000 pornographic ‘deepfakes’ of real women and girls.202 
Relatedly, the adult virtual reality cyber-sex industry has seen 
significant growth, partly attributed to the impact of COVID-19 
lockdowns.203 The Australian e-Safety Commissioner has 
expressed significant concern about the potential use of virtual 
reality and other ‘immersive technologies’ as a “tool for online 
child sexual abuse”.204 

The Australian Centre to Counter Child 
Exploitation has identified ‘capping’ as the 
most problematic current offending trend, 

which is generating approximately 

of referrals to its Victim Identification Unit.

pornographic ‘deepfakes’ of real women 
and girls.

 In 2020, an AI ‘bot’ operating on Telegram 
generated
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Computer-Generated Imagery (CGI) 
and ‘deepfakes’ 

CGI is the creation of still or animated visual content 
with imaging software.205 In the context of child sexual 
abuse, this refers to wholly or partly artificially or digitally 
created sexualised images of children.206 ‘Deepfake’ 
is a form of CGI that uses artificial intelligence (AI) to 
replace one person’s likeness with another in photos or 
recorded video.207

Key concerns are the low barriers to use and the convincing 
nature of the results. Even simple filters built into popular 
applications are capable of transforming content at the click of a 
button. Some types of CGI could create prioritisation challenges 
for police if it becomes difficult to distinguish a real child from a 
synthetic persona.208  

CGI and associated technologies are unlikely to dominate in 
this space as things stand, primarily due to the availability of 
photographic child sexual abuse material online. However, they 
merit consideration, not least because they reiterate the need for 
an internationally agreed position on a range of non-photographic 
materials that contribute to proliferate the threat. For example, 
CGI; ‘deepfakes’; anime; cartoons and drawings depicting child 
sexual abuse; and child-like ‘sex dolls’ sold on the internet. 

CGI is harmful because “it is known to be used in grooming 
children… it fuels very real fantasies, encourages the propensity of 
sexual predators, and contributes to maintaining a market for child 
sexual abuse material”.209 There is ample evidence to support 
this position, including the fact that such material is often found 
alongside sexual photographs of children.210 Yet very few countries 
have enshrined the principle in legislation.211   

CGI can also be used to enable powerful disruption techniques, 
as exemplified by the case of ‘Sweetie’ – the CGI child persona 
used to entrap more than 1,000 predators.212 Many offender 
networks require prospective members to share new material to 
gain entry to closed groups; artificial imagery could also be used 
to help police infiltrate such communities. Global law enforcement 
collaboration is critical to deconflicting the wider use of such 
tactics; consensus is also required on the ethics of deploying 
technology for such purposes.213
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06  
Harms
Searching for and / or viewing child sexual 		
abuse material

Most child sexual abuse material is accessed 
through the surface web, E2EE apps, or via peer-
to-peer (P2P) sharing.

It can take just three clicks to discover child sexual abuse content 
on the internet.214 Most material is accessed this way – via the 
surface web, or through P2P networks.215 According to Interpol, 
the latter were used more through 2020.216 

Many individuals convicted for viewing child sexual abuse 
material are shown to have made little or no attempt to cover 
their tracks,217 although evidently this sample is somewhat 
skewed. As highlighted in the Theme Chapter: Technology, 
a proportion of offenders use advanced tools and methods 
to evade detection. One documented technique involved 
creating apps that directed users to closed messaging groups 
used to share imagery.218 According to Europol, distribution of 
child sexual abuse imagery “routinely takes place on social 
networking platforms”.219 

Offenders often use platforms and E2EE applications, 
environments that combine surface web accessibility with a 
high level of security. As highlighted in Europol’s 2021 Serious 
Organised Crime Threat Assessment, “the widespread use of 
encryption tools, including E2EE apps, has lowered the risk of 
detection” for those who offend against children.220 Use of apps 
creates significant challenges for law enforcement, as police 
need to infiltrate closed messaging groups to obtain evidence 
of offences. Once entry is gained, many police agencies are 
limited to the use of manual data collection. The Child Rescue 
Coalition is leading the development of a solution to streamline 
acquisition of evidence from mobile device applications in 

The dark web hides the most extreme content and enables 
sharing and networking across offender communities.

Dark web

The layer of information and pages that can only be 
accessed through so-called ‘overlay networks’ (such as 
Virtual Private Networks (VPN) and peer-to-peer (P2P) 
file sharing networks) that obscure public access. Users 
need special software to access the dark web because 
a lot of it is encrypted, and most dark web pages are 
hosted anonymously.222

Overall, dark web activity has increased by 300% in the past 
three years.223 The dark web is reportedly a hub of younger224 and 
more extreme content225 depicting child sexual exploitation and 
abuse online.

Dark web offender communities have persisted and evolved 
for over a decade. In this sense they do not represent a new 
dimension to the threat. What has changed is the availability 
of anonymity solutions such as Tor and VPNs, which are now 
mainstream and even built into some web browsers by default.226 

Attempts to access child sexual abuse material are 
increasing. Tackling both the ‘supply’ and ‘demand’ sides of 
the issue is critical for sustainable long-term prevention.

real-time. The tool is designed for use by undercover officers who 
have infiltrated offender groups. By reducing the need for manual 
data collection, it could significantly enhance the efficiency of 
undercover operations. Continued collaboration with international 
law enforcement is critical to maximise its impact, and ensure that 
it supports enhanced victim identification and safeguarding.221  
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Tor

‘Tor’ is an open source privacy network that permits users 
to browse the web anonymously. The system uses a series 
of layered nodes to hide web addresses, online data and 
browsing history. 227

Individuals now need minimal technical knowledge to obfuscate 
their online activity. For law enforcement, the challenge is to 
stay one step ahead of offenders who are more able to use such 
capabilities, which grant ready anonymity to help them avoid 
getting caught.228 229 230     

Attempts to access child sexual abuse material are rising. 
There is evidence to suggest a link between habitual exposure 
to extreme adult sexual content and viewing child sexual 
abuse material.

In 2020, 8.8 million attempts to retrieve child sexual abuse 
material were tracked by three of the IWF’s member organisations 
in just one month.231 During COVID-19 lockdowns in India, there 
was a 95% rise in searches for child sexual abuse material.232 
The UN Human Rights Council also reported that the demand for 
child sexual abuse material increased by up to 25% during the 
pandemic in some member states of the European Union.233  

It is conservatively estimated that 1% of the global male 
population is affected by paedophilia (sexual attraction to 
prepubescent children).234 Many such individuals seek and view 
child sexual abuse material knowingly to address their sexual 
desires.235 Advanced policing capabilities are critical to identify 
such offenders and manage the associated risks – including 
the possibility that they progress to committing in-person abuse 
against children. 

There are many other pathways to viewing child sexual 
abuse material. According to the Lucy Faithfull Foundation, 
only 15-20% of the offenders they currently work with are 
paedophiles “in that prepubescent children are their primary 
sexual interest”.236 Several studies have drawn a link between 
viewing child sexual abuse material and habitual exposure to 
extreme adult pornography: purportedly because it can cause 
desensitisation and create an urge to seek out more severe 
stimuli to continue achieving the same level of sexual arousal.237 

238 Two particularly problematic areas are so-called ‘abuse-
themed pornography’239 and pornography that seeks to portray 
adults as children. The former makes it easier for viewers “to 
take the next step of watching real abuse”; the latter has been 
described by offenders as a gateway to viewing child sexual 
abuse material.240

The link with consumption of extreme pornography is worrying, 
given that children’s exposure to adult sexual content has 
increased drastically in the digital age. Studies from several 
East Asian countries suggest that 50% of children and young 
people have been exposed to ’sexually explicit media’, while the 
United States, Australia and a number of European countries 
report exposure rates of 80% or higher.241 Frequent viewing of 
adult pornography or violent pornography from a young age is 
associated with viewing child sexual abuse material.242 
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The way in which users are guided to interact with online content 
also contributes to accelerating pathways to offending. The 
primary means of driving user engagement on social media 
platforms is content recommendation. Broadly, there are two 
models for this. The first is the ‘social graph’ algorithmic model, 
which presumes a user’s interests by prioritising the activities of 
their connections. The second is the ‘interest graph’ model, which 
infers a user’s interests based on past activity and engagement. 
For users inappropriately seeking content involving children, 
such algorithms risk encouraging the behaviour by repeatedly 
recommending similar images and videos.243 244 Combined with 
high video view counts and accompanying threads of troubling 
comments that often escape the notice of moderators,245 the total 
effect is to ease the overcoming of internal inhibitions to abuse.246 

247 Some major platforms claim to have detection mechanisms and 
moderation policies in place to support the identification of such 
behaviour.248 The timeliness and effectiveness of such measures 
is critical because, as explained by the UK’s National Centre 
for Social Research, “desensitisation / online disinhibition and 
validation from other offenders are often reasons for viewing child 
sexual abuse material and / or moving on to contact offending”.249

Disrupting searches for child sexual abuse material can 
deter offending, but the impact of such interventions is hard 
to measure.

The evidenced link between viewing content and in-person abuse 
underscores why the disruption of attempts to search for imagery 
is so important. 

The majority (60%) of respondents to a WeProtect Global Alliance / 
Technology Coalition Tech survey confirmed that they issue some 
form of deterrence messaging.250 Search filtering is a popular 
mechanism used mainly by search engines. User queries are 
cross-referenced with a list of content to be blocked, so if a match 
is made no results are returned. In some cases, a warning is also 
issued to the searcher. When implemented by both Google and 
Microsoft in one year, the overall number of web-based searches 
for abuse images reduced by 67%.251  

A study funded by the Australian government found that online 
warning messages issued to users seeking to view ‘barely legal 
pornography’ increased attrition rates by up to 25%.252 Similarly, 
Lucy Faithfull’s ‘Stop it Now!’ campaign in the UK and the 
Prevention Project Dunkenfeld in Germany both demonstrated 
that deterrence can promote help-seeking among (potential) 
offenders.253 The Oak Foundation recently committed to fund 
a new research project to identify and evaluate perpetrator 
prevention initiatives and help build capacity to implement them 
through an online hub for policymakers and practitioners.254 

LUCY FAITHFULL FOUNDATION: 
MINDGEEK (PORNHUB) COLLABORATION

The Lucy Faithfull Foundation (the Foundation) 
is a UK charity working to prevent child sexual 
abuse, including by working with adults and young 
people who have offended sexually or who are at 
risk of doing so. In February 2021, the Foundation 
launched a collaboration with Mindgeek to issue 
deterrence messages on their adult pornography 
website, Pornhub. Messages are shown when users 
make searches indicative of attempts to find sexual 
videos featuring children. Mindgeek had already 
recognised the need for deterrence messaging on 
its adult content sites, where it had noted attempts 
by a small minority of users to seek child sexual 
abuse material using banned search terms. 

The deterrence messages clarify the law and the 
harm done to children in the creation and viewing 
of such material. They also direct users towards 
help to stop any illegal behaviour – including to 
‘Stop It Now! Get Help’, an online self-directed 
intervention for people concerned about their 
online sexual behaviour towards children. Between 
February and early May 2021, the deterrence 
messages brought more than 35,000 users 
from across the world to ‘Stop It Now! Get Help’. 
Although a small figure relative to Pornhub’s overall 
traffic volumes, as highlighted by the Lucy Faithfull 
Foundation, it shows the important role such 
messages play in education and intervention.
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SUOJELLAAN LAPSIA RY: 
REDIRECTION PROJECT

Suojellaan Lapsia Ry is a Finnish Non-
Governmental Organisation that helps protect 
children in all environments through advocacy, 
research and training programmes.258  

Its ReDirection project, supported by End Violence 
Partnership, began in September 2020 and will run 
until September 2022. It is a research initiative to 
gather information to inform the development of 
new and better ways to disrupt and deter offending. 
The research involves distribution of a 30-question 
’Help us to help you‘ survey, via the dark web 
search engine ’Ahmia‘, which processes an 
estimated 20,000 searches daily. The survey was 
automatically released in response to more than 
20,000 searches for child sexual abuse material 
over the course of three months. More than 3,100 
completed surveys were returned. 

On the basis of the research findings, Suojellaan 
Lapsia plans to design a new self-help programme 
for individuals searching for and viewing child 
sexual abuse material. The aim is to identify 
individuals at risk of offending and direct them to 
help and support services.

The main difficulty with deterrence lies in measuring effectiveness. 
In the examples cited, it was achieved by monitoring engagement 
with help materials and help-seeking behaviour. This is limited 
– not least because it is impossible to understand if and how 
offending has actually been deterred. There are also questions 
about its long-term impact; whether users might become 
desensitised to warnings over time or simply move to other 
sites instead. 

Deterrence mechanisms are a critical part of a broader response 
that addresses the range of pathways to viewing child sexual 
abuse material.

The importance of efforts to remove child sexual abuse material 
from the internet is indisputable. However, without also working 
with (potential) offenders to tackle ‘demand’, there is always a 
risk that individuals persist in finding new ways to access imagery 
and evade detection. The importance of balancing effort across 
‘supply’ and ‘demand’ is exemplified by a current IWF initiative.  
Responsible for the removal of 153,600 child sexual abuse 
webpages in 2020 alone,255 the organisation teamed up with the 
Lucy Faithfull Foundation to develop the ReThink chatbot, with the 
support of End Violence Partnership. The tool will engage users 
showing signs of searching for child sexual abuse material, and 
signpost support services to try to deter the behaviour before an 
offence is committed.256 Deterrence initiatives are also important 
from a broader societal perspective, because “they are focused on 
changing the behaviour of adults”, not children, and in so doing 
provide “an important message about whose responsibility it is to 
prevent child sexual abuse”.257 

Amplifying our understanding of pathways to viewing child sexual 
abuse material will be key to ensuring an effective response. This 
chapter has explored just two relevant motivations: sexual interest 
in children, and desensitisation caused by habitual exposure 
to extreme sexual content. Even highly effective deterrence 
interventions are unlikely to dissuade the most determined 
individuals, hence the importance of developing law enforcement 
capabilities to identify persistent and potentially sophisticated 
offending. Equally, it is arguably neither appropriate nor feasible 
to pursue a criminal justice resolution for the increasing volume of 
viewing offences linked to online desensitisation and disinhibition.
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Sharing and / or storing child sexual 				  
abuse material

From 2019 to 2020, the number of NCMEC 
Cyber Tipline reports of child sexual abuse 
material rose by 63% overall.259 In the same 
period, the IWF also noted a 16% increase in 
confirmed reports of such material on both the 
surface web and the dark web. 

The figure includes reports received from members of the public, 
and discoveries made by the IWF team through active internet 
searching. Such data would seem to indicate that the volume of 
child sexual abuse material available online is increasing.260

Globally, a large proportion of reports concern resharing 
material that is ‘known’ (as opposed to ‘first generation’ – see 
definitions below). The international INHOPE network of reporting 
hotlines estimates that 60% of content flagged to them in 2020 
was ‘known’.261 

‘Known’ and ‘first generation’ material

‘Known’ child sexual abuse material is content that 
has been previously detected and classified by law 
enforcement and / or moderators. ‘First generation’ 
material is ‘new’ content that has not previously been 
detected or classified.

The volume of child sexual abuse material available 
online is increasing. Methods for sharing and storing 
content are evolving. 

Video accounts for an increasing proportion of detected content: 
the number of video files reported to NCMEC increased tenfold 
between 2017 and 2020 (Figure 15). In the same period, the 

number of image files doubled. Given that many police and 
reporting agencies do not have sufficient bandwidth to process 
images, this trend could hamper detection unless capabilities are 
improved – particularly as on-device storage capacity continues 
to increase.262  

Image hosts are the most common site type used to share child 
sexual abuse material.264 This includes social media platforms 
that are often used to disseminate material via fake accounts 
that are then rapidly deleted.265 Currently there is no formal, 
established mechanism for platforms to lawfully share identifiers 
associated with such accounts. This enables offenders to 
switch freely between platforms and services, operating with 
relative impunity.266  

The use of ‘hidden services’ to distribute child sexual abuse 
material increased by 155% from 2019 to 2020.267 These are 
websites hosted within a proxy network (such as ‘Tor’ – see 
glossary definition), so that their location can’t be traced.268  

While some offenders continue to amass material on devices such 
as laptops, mobile phones and USB sticks,269 there are signs of 
movement away from the curation of personal collections, with 
offenders preferring ‘on-demand’ access to content via the use 
of ‘file hosts:’270 internet services that allow users to upload files 
for remote access.271 Links to files containing child sexual abuse 
content are posted across multiple sites and often used as part of 
peer-to-peer sharing. 

This creates a raft of challenges for law enforcement. Material 
is often published and hosted in different jurisdictions, which 
complicates evidence-gathering.272 The volume of content in 
an offender’s possession was historically one of several factors 
used to assess the level of risk they posed, but this is no longer 
always indicative.273
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Offender populations have come to rely on 
the ease of use, security and privacy of cloud 
file sharing apps to store and distribute illegal 
images and videos. Cloud storage makes it 
possible to share child sexual abuse material by 
simply posting a link in a forum, on a platform or 
through direct messaging, to thereby reach more 
offenders, more quickly.

Crisp’s analysis shows that instances of user 
engagement or interactions with harmful content 
relating to child sexual exploitation and abuse 
exploded to nearly 20 million in the first quarter 
of 2021 — up significantly from more than 5.5 
million in the first quarter of 2020.

Over the five quarters from January 2020 to 
March 2021, Crisp assessed 1,340 items 
containing content-sharing links deemed high-
risk due to the context and communities in which 
they were shared. Where there was a harmful link 
in the content, the number of interactions ranged 
from 20 to 12,746 in extreme cases. Sharing 
across multiple locations and forums globally 
greatly increased the number of total user 
interactions with such links.

Perpetrators typically use cloud file sharing to 
efficiently exchange images and videos with both 
known and new offender contacts. To ensure 
that content remains accessible for as long as 
possible, determined offenders use multiple 
cloud platforms simultaneously. The true nature 
of harmful links is hidden behind a smoke screen 
of references to other (lesser) illegal activity or 
legitimate file-sharing uses to evade detection.

Cloud sharing apps fuel explosion of 
user interactions with harmful content.

Figure 14: User Interactions with harmful content.
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Resharing of material is worsening the harm caused by child 
sexual abuse.

A significant proportion of reports of child sexual abuse material 
are generated by the resharing of ‘known’ imagery. Facebook 
has stated that more than 90% of its reports to NCMEC between 
October and November 2020 concerned shares or reshares of 
previously detected content.274 A study of NCMEC reports logged 
between 2011 and 2014 found that of a sample of 2,598, 
imagery was ‘actively traded’ (had been reported back to NCMEC 
five or more times) in 7% of cases involving just one offender 
and one victim, and in 12% of cases with multiple victims and / 
or offenders.275 In every case, repeat sharing “serves to re-
victimise and thus further exacerbate the psychological damage 
to the abused”,276 often preventing closure even in cases where 
the offender is caught and punished.277 As online re-sharing 
proliferates, the use of ‘opt-in’ victim notification policies (such 
as exist in the US) will be increasingly critical to ensure that harm 
is not unwittingly reinforced each time a survivor’s imagery is re-
discovered by police or reporting agencies.278 

Other issues linked to re-sharing include the harassment 
and pursuit of specific victims, an activity which also 
provides offenders with opportunities to connect with like-
minded individuals.

In every case, repeat sharing “serves 
to re-victimise and thus further 
exacerbate the psychological damage 
to the abused”, often preventing 
closure even in cases where the 
offender is caught and punished. 

90%
of its reports to NCMEC between October and 

November 2020 concerned shares or reshares of 
previously detected content.

Facebook has stated that more than

2,598
imagery was ‘actively traded’ (had been reported 

back to NCMEC five or more times).

A study of NCMEC reports logged between 2011 and 
2014 found that of a sample of 

NCMEC trends data: Growth in image 
and video child sexual abuse material

Year Images Video

2020

2019

2018

2017

33.6m 31.6m

27.7m 41.2m

23.2m 22.2m

17.0m 3.4m

Figure 15: Growth in image vs video-based child sexual abuse material, reproduced with the 
permission of NCMEC. 263
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In a tactic that re-victimises survivors of child 
sexual exploitation and abuse, offenders are 
creating fake online profiles that misappropriate 
the identities of known survivors. These 
fraudulent accounts, which typically adopt 
survivors’ names and feature non-harmful 
imagery at the account /profile level, appear 
on the surface web across multiple social 
media sites.

The accounts are used by offender communities 
to connect with like-minded perpetrators, 
primarily to exchange contact information. 
This can lead to trading exploitation tactics, 
‘tradecraft’, and child sexual abuse material in a 
perceived ‘safe space’ online.

More offenders are using these accounts to 
publicly convey their preferences or interests, 
and endorse commercial websites that distribute 
abusive imagery. 
 
 

In a disturbing trend, Crisp noted a threefold 
increase in user interactions with fake profiles 
from the first quarter of 2020 through to the first 
quarter of 2021.

For example, between January 2020 and 
March 2021, Crisp identified 3,324 pieces of 
content that referenced known survivors or 
commercial websites. On average each piece 
of harmful content then generated more than 
2,000 interactions (likes, comments, etc.), 
causing a multiplier effect and reaching many 
more offenders.

The majority of the accounts included offender 
discussion and confirmation of consuming 
child sexual abuse material. Most references to 
material were linked to offences originating more 
than a decade prior to the creation of the fake 
profiles. This memorialising of past sexual abuse 
has the effect of re-traumatising survivors who 
once again experience a loss of control of their 
identities as depicted on social media.

Offenders re-traumatise survivors 
using fake profiles.

Figure 16: User interactions with content referencing known survivors or commercial websites.
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NATIONAL CENTER FOR MISSING AND 
EXPLOITED CHILDREN (NCMEC):  
Ella’s Story

Ella* was sexually abused by a family member from the 
age of five, for a period of seven years. Ella’s abuser took 
images and videos of the abuse and distributed them 
online. NCMEC traced the location of the abuse to an 
area in the Western United States and referred the case 
to local law enforcement. Police located and rescued Ella, 
and the offender was convicted and sentenced.

Although the offender is now in prison, images and 
videos of Ella continue to circulate, and other offenders 
continue to harass her online. Her caregiver described 
the trauma created by resharing: “There’s this sense 
that the offender going to prison is the end but it’s not…
At first, I was oddly grateful for the photos because that’s 
what got them caught. But the images are still out there, 
they don’t go away. Tens of thousands of people have 
seen her… even 10 years later.” 

Over the years, Ella has received thousands of victim 
notifications from the government about cases involving 
her images and videos. Even in adulthood, this re-
victimisation has left Ella in need of continuous therapy. 

Ella is now drawing on her experience to help others. She 
serves as a survivor consultant, helping to inform the 
development of NCMEC’s support resources and building 
new programme services for other survivors.

The National Center for Missing and Exploited Children 
(NCMEC) is a private, non-profit corporation. Its 
mission is to find missing children, reduce child sexual 
exploitation, and prevent child victimisation.

*a pseudonym

Facebook analysed instances of sharing between 2019 and mid-
2020 and concluded that 75% was ‘non-malicious’. According to 
Facebook’s taxonomy, this is sharing purported to be undertaken 
through outrage, attempted humour, or vigilante motives.279 More 
transparency on the classification of ‘non-malicious’ sharing, 
and taxonomies applied by other platforms would be helpful to 
inform strategies to curb this trend. A proactive approach by online 
service providers is key to addressing the behaviour and mitigating 
the attendant risk that child sexual abuse online is increasingly 
normalised – and even trivialised. 

Child sexual abuse material is being distributed for financial gain. 
This type of sharing creates unique detection challenges. 

According to the IWF, while the proportion of commercial web 
pages containing child sexual abuse material decreased slightly 
(-4%) from the previous year,280 the majority (61%) of domains 
analysed in 2020 were commercial in nature.281 The IWF has 
continued to observe new means of monetising content, such as 
affiliate schemes that enable publishers to earn money every time 
a link is clicked to access child sexual abuse material.282  

There has also been a dramatic increase in the recorded use of 
cryptocurrencies to purchase child sexual abuse material. The 
total value of Bitcoin and Ethereum payments to addresses linked 
to providers of such content was USD 930,000 in 2019 – a 212% 
increase from 2017.283 This trend correlates with increased use of 
commercial hidden services to access content. The proportion of 
such services has been rising since 2016,284 and cryptocurrencies 
are the only payment method they accept.285  

Commercial sharing can pose unique challenges, as distributors 
often deploy tactics to frustrate attempts to detect and remove 
imagery. In 2020, an increase in ‘commercial disguised websites’ 
was observed. These websites evade detection by displaying 
illegal imagery only when the site is accessed by a specific ‘digital 
pathway’ of links from other sites. Other commercial sites use 
techniques including ‘top level domain hopping’ to survive online 
after the original site has been taken down. This is when a site 
modifies its domain while retaining its brand name, so users can 
still locate it.286
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More innovation and broader uptake of tools is required to detect 
material, and curb resharing. 

Effective detection of ‘known’ child sexual abuse material is made 
possible by two linked techniques called ‘hashing’ and ‘hash-
matching’. These techniques have significantly accelerated the 
identification and removal of child sexual abuse material from 
the internet.

Hashing and hash-matching

‘Hashing’ is a process used to transform data of any 
size into much shorter fixed-length data. The shorter 
sequence represents the original data and becomes the 
file’s unique signature, or its ‘hash value’. 

‘Hash-matching’ is the process by which hashes of 
known child sexual abuse material held on databases 
are compared with the ‘hash’ of newly discovered 
material to determine if the content has already been 
reported to authorities. If this is the case, the process for 
removing the content is generally streamlined, and often 
automated.287

GOOGLE: CONTENT SAFETY API

The Content Safety API is a tool developed by 
Google that is provided free to NGOs and private 
companies to support their work protecting 
children. It uses artificial intelligence to help 
organisations better prioritise potentially abusive 
imagery for human review, where the content is 
not ‘known’ child sexual abuse material. Quicker 
identification of new images increases the speed 
at which victims of abuse can be identified and 
safeguarded. Effective prioritisation also reduces 
the strain on moderators and reviewers. 

The tool has already processed more than two 
billion images, helping companies including Yubo, 
Plugon and Facebook – and NGOs such as Safernet 
Brazil – to improve their detection and reporting of 
child sexual abuse material.

A number of databases exist to facilitate ‘hash-matching’. 
One of the most significant is Interpol's, which houses more 
than 2.7 million ‘hashes’ of child sexual abuse material and is 
used by 64 police forces worldwide.288 Others include the UK’s 
Child Abuse Image Database, IWF’s hash-list, and NCMEC’s 
CyberTipline system.

‘Hash-matching’ does have some limitations. When ‘known’ 
imagery is detected, its removal relies on the identification of 
the host to issue a take-down notice. Sometimes there are 
challenges in tracing the location of the hosting server, which can 
delay removal.289 In some countries, non-compliance with take-
down notices is also an issue.290 Continued close work between 
governments, industry and law enforcement across the globe is 
critical to ensure its continued effectiveness. 

Wider uptake of the technology is key to enhancing its impact: 
although the majority of respondents to an Alliance / Tech 
Coalition survey confirmed that they use both image (87%) and 
video (76%) ‘hash-matching’ to proactively remove child sexual 
abuse material from their platforms,291 many organisations still 
neither contribute ‘hashes’ to existing databases, nor cross-
reference them.292

Hash-based detection and removal could be streamlined by 
merging existing hash-lists. However, this is complicated by 
national differences in how material is classified. Interpol applies 
a ‘baseline’ tag to material that is illegal in all countries, which is 
used by many of its law enforcement partners.293 But it is harder 
to achieve global consensus on classifications for lower severity 
imagery. More international join-up could improve de-duplication 
and detection to significantly enhance the overall impact of 
the technology.294 295  

The detection and removal of ‘first generation’ child sexual abuse 
material poses a different set of challenges. Solutions exist to 
detect new content, but they are relatively less mature and more 
technically complex than ‘hash-matching’. So-called content 
‘classifiers’ use algorithms informed by machine learning to 
identify and categorise child sexual abuse material. Difficulties 
estimating the ages of children in images296 and assessing 
severity mean they tend to generate a higher false positive 
rate than ‘hash-matching’ – increasing the need for human 
moderation.297 More innovation is required to improve accuracy 
rates, to reduce the burden on moderators and enable wider 
uptake of these effective and otherwise safe solutions. Work is 
also required to explore how both classifiers and ‘hash-matching’ 
could work effectively with E2EE.
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Child ‘self-generated’ sexual material

Material is re-shared (resulting in re-victimisation)

Voluntary ‘self-generated’ 
sexual material

An adolescent producers sexual material 
of themselves and knowingly shares it with another 

adolescent in a developmentally appropriate exchange 

Coerced ‘self-generated’ 
sexual material

A child or adolescent is groomed, 
deceived or extorted by a peer or adult to produce 

and share sexual material of themselves

Non-sexual 
material

A child or adolescent produces material 
of themselves which is not sexual

Material is misused for
sexual purposes

Material is shared against 
the adolescent’s wishes

Abusive/harmful
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Child ‘self-generated’ sexual material 

Child ‘self-generated’ material comprises an 
increasing proportion of child sexual abuse 
content. It creates complex challenges for 
policymakers and demands a nuanced response. 

IWF featured a ‘snapshot study’ of ‘self-generated’ content in its 
2012 Annual Report.298 In 2017, ECPAT also described it as a 
“current trend”; attributing the growing volume of ‘self-generated’ 
material to the commodified quality of “newly produced, never 
before seen” imagery, which made it valuable ‘currency’ 
for offenders.299

Recently the volume of ‘self-generated’ material has 
spiked dramatically.

The IWF received 68,000 reports of ‘self-generated’ sexual 
material in 2020, a 77% increase from 2019. Overall, ‘self-
generated’ content accounted for 44% of all reports actioned by 
the IWF in 2020.300  

This escalation has been partly attributed to the ‘perfect storm’ 
created by the COVID-19 pandemic: children spending more time 
online, and reduced opportunities to commit ‘in-person’ abuse 
fuelling online offending and demand for imagery.301 

The volume of child ‘self-generated’ sexual material has 
increased during the COVID-19 pandemic. 

Figure 17: Main categories of ‘self-generated’ sexual material, and associated harms.
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Causes of ‘self-production’ are complex and varied.

There are three broad categories of ‘self-generated’ material (see 
Figure 17):

•	 Non-sexual material is ‘self-generated’ content that is 
not sexual in nature but is misappropriated and used in 
connection with child sexual exploitation and abuse online.302 
Although the victims may be unaware, such material is 
harmful primarily because it facilitates offender activity. In 
some cases, direct harm is also caused to victims as a result 
of offenders manipulating images to appear sexual, and then 
blackmailing children by threatening to share them.303

•	 Voluntarily ‘self-generated’ material is usually shared between 
adolescent peers. This category covers ‘self-production’ by 
adolescents only, because younger children cannot consent, 
and therefore ‘self-production’ involving them cannot be 
considered ‘voluntary’. In such scenarios, harm is typically 
caused when imagery is (re)shared against a young person’s 
wishes. Across 39 different studies involving 110,380 
participants aged 12 to 17, 12% reported forwarding a ‘self-
generated’ sexual image without consent.304 The Economist 
Impact study commissioned alongside this report also found 
that 29% of respondents reported that someone had shared 
sexually explicit images and / or videos of them without 
permission. Harm can also be caused to recipients by the 
unsolicited sharing of voluntarily ‘self-produced’ material.305  

•	 ‘Coerced self-generated’ involves the grooming of children to 
cause the creation of sexual imagery and has been linked to 
‘capping’.306 Children involved in ‘coerced self-production’ may 
not perceive themselves to be victims, and may potentially 
view their own actions as voluntary.

The different routes to ‘self-production’ create a challenge for 
responders. While the content of the image or video may meet the 
legal definition of ‘child sexual abuse material’ – and therefore 
invoke certain legal processes once discovered – the intent 
behind the creation or sharing of the images may be unclear. 
Understanding the context of production and / or sharing is 
critical to ensure the response can be appropriately tailored; 
therefore, a case-by-case approach is always required.

INTERNET WATCH FOUNDATION 
Sibling ‘self-generated’ sexual material

The Internet Watch Foundation (IWF) is a child protection 
organisation that uses technology to find and remove 
child sexual abuse material from the internet.307 
In 2020, the IWF noted an alarming uptick in the volume 
of ‘self-generated’ material discovered online.308 Within 
this, analysts observed a particularly disturbing trend of 
predators tricking children into involving other children in 
‘self-production’. 

Analysis of ‘self-generated’ sexual images reported 
to the IWF between September and December 2020 
found:

While evidence suggests that sharing sexual images is not an 
uncommon practice for young people (see Figure 18), some 
children are more likely to be pressured into doing so, which 
may place them at greater risk of coercion and / or non-
consensual sharing. 

511
images and videos involved siblings

65%
of cases, one or both children engaged in direct 

sexual contact with the other

46%
of this material was classified as Category A 
content, depicting the most severe forms of 

child sexual abuse

In many cases, children had been manipulated or 
coerced by adults into livestreaming sexual activity 
and the resulting videos and screenshots were shared 
across a variety of web platforms. Some adults had 
posed as children, and occasionally the abuse took the 
form of a game or ‘dare’. The children involved rarely 
demonstrated any understanding of the sexual nature of 
what they were being made to do.
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A recent survey revealed that Flemish teens identifying as 
LGBTQ+ were pressured into sharing sexual images more than 
their heterosexual peers.309 A study on ‘Teens, Sexting and 
Risks’ by UK charity Internet Matters also found that ‘vulnerable 
groups’ (children with one or more physical, mental, or social 
impairments or disabilities) are far more likely to be pressured or 
blackmailed to share ‘nudes’.310 Sexual harassment in the form 
of persistent requests for ‘self-generated’ material is ostensibly 
not an uncommon experience in some countries. A survey by the 
UK Office for Standards in Education, Children’s Services and 
Skills (OFSTED) found that of a sample of 900 young people, 80% 
of girls said they were pressured into sharing sexual images of 
themselves “a lot” or “sometimes”. Other possible contributory 
causes of ‘self-production’ include a previous history of abuse, 
engagement in “more risky online and real-world behaviours”, and 
frequent use of chatrooms.311 312   

According to the IWF, girls in early adolescence are far more likely 
to appear in such imagery: 95% of ‘self-produced’ sexual content 
reported to the organisation in 2020 featured girls aged 11-13.313 

However, other studies suggest that an equal or higher proportion 
of boys are ‘self-generating’ such content:

•	 A US survey of 1,000 young people aged 13-17 found that the 
proportion of boys who had shared their own nudes was one in 
10 (for girls the figure was one in five).314 

•	 An online survey of 1,001 young people from the UK aged 
13-17 found an equal number of boys and girls had taken fully 
naked pictures of themselves.315 

•	 A survey conducted with 500 young people aged 13-24 living 
in Kathmandu valley, Nepal, found that 18% of boys and 5.2% 
of girls reported taking naked photos of themselves.316 

More research is required to understand the role of gender 
as a risk factor, and how this may differ for the different types 
of harm linked to child ‘self-generated’ sexual material (for 
example, coerced production versus voluntary ‘self-production’). 
Other common risk factors for ‘self-production’ relate to the 
characteristics of children’s internet usage. Increasing use of 
mobile devices317 limits the possibility of parental supervision. 
Combined with ease of access to adult platforms and content 
(due to a lack of age verification checks, or checks that are 
readily bypassed),318 it is easy to envision how conditions for 
‘self-production’ could arise even in the absence of other risk 
contributory causes.

HAMOGELO: 
Maria’s Story

Maria* is 15 years old and lives in Greece. She started 
speaking with Yannis*, a 20-year-old, on a dating 
platform. She used the platform out of curiosity and 
boredom: the COVID-19 lockdown restrictions meant 
she wasn’t going to school or partaking in her usual 
outdoor activities.

Yannis asked her about life during the pandemic, listened 
to her and seemed to share her feelings. He talked to her 
every day, and they gradually grew closer. 

Yannis eventually coerced Maria into sending ‘self-
generated’ sexual images of herself. He convinced her 
that it was a step forward in their ‘relationship’, and that 
it would be a secret between them. Over time, Yannis 
began asking her for more, including videos. 

Maria tried to refuse but Yannis threatened to publish 
her photos on social media. Feeling desperate, she 
searched for help online, and came across Hamogelo’s 
Helpline 1056. 

The Helpline provided anonymous support and 
counselling, and helped Maria talk to her parents about 
the issue. They contacted the helpline together, and 
the case was forwarded to the Cyber Crime Division 
of the Hellenic Police, leading to Yannis eventually 
being apprehended. 

Hamogelo, or ‘The Smile of the Child’, is a Greek 
organisation that supports children who face violence, 
abuse, extortion, poverty and health issues. To date, 
they have supported more than 1.7 million children 
and families. 

*pseudonyms
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‘Self-generation’ in exchange for payment may increase due to 
poverty caused by COVID-19.

Commercially motivated ‘self-production’ is when children create 
sexual images or videos of themselves in exchange for payment. 
Reports of commercially motivated ‘self-production’ are emerging 
worldwide. In the Philippines, authorities have uncovered 
instances of teenagers creating groups on social platforms to sell 
sexual images and videos “to fund expenses in online learning”. 
One such group amassed 7,000 members before it was taken 
down.319 In Cambodia, some young people (mostly girls) are using 
their sexual material to sell cosmetic products online. Surveys 
conducted with Cambodian youth suggest that such activity can 
culminate in serious sexual abuse.320 NCMEC has highlighted 
cases of missing children later discovered to be selling their 
sexual material on subscriber platforms, and found evidence of a 
link to organised exploitation and trafficking.321

Regardless of the circumstances, all acts of commercially 
motivated ‘self-production’ are almost certainly harmful to the 
child, and the material produced is most likely illegal. The issue 
demands an urgent and considered response from policymakers. 
Netclean’s 2020 survey of global law enforcement found that 
some had already seen a rise in ‘self-production’ “in exchange 
for money” during the pandemic, while others predicted a 
continuation of the trend as conditions of economic hardship 
worsen, as a way for children “to make money for things they could 
otherwise not afford”.322 

Harm caused by ‘self-generated’ material extends to harassment, 
further sharing and victim-blaming.

The IWF has seen some cases where offenders who view ’self 
generated’ content attempt to identify and track down the 
victim(s), with the intent of coercing them into creating even more 
content.323 In other scenarios, the initial perpetrator(s) may be 
known; as with ‘in-person abuse’ they are often “people on whom 
children rely and depend”.324 Both factors can create a sense 
of inescapability surrounding the abuse, which is amplified by 
re-sharing. In 2014, the IWF assessed more than 3,800 ‘self-
generated’ sexual images and videos, and found that 90% had 
been “harvested from the original upload location and were being 
redistributed on third party websites”.325  

Harm caused by ‘self-generated’ material is likely to be 
exacerbated by a tendency towards victim-blaming. According 
to a survey by Thorn, 60% of children blame the victim when 
‘self-generated’ material is re-shared, while 55% of caregivers 
also believe the victim is mostly or exclusively to blame for re-
sharing.326 Such attitudes undermine disclosure and reporting by 
fuelling stigmas that prevent children from coming forward. 

Reporting initiatives and technology solutions may curb the rise 
in ‘self-generated’ material, but prevention demands a more 
nuanced approach. 

The ‘Report Remove’ campaign was launched in the UK in 2020 
to enable children to anonymously report ‘self-generated’ material 
and request for it to be taken down.327 Such initiatives reduce 
barriers to disclosure. Device-level controls that prevent children 
from capturing sexual images and videos may also offer an 
effective ‘stop-gap’ to curb the rise in ‘self-production’. An example 
is the ‘SafeToWatch’ video and image threat detector (see case 
study overleaf). Such solutions have implications for children’s 
right to privacy, which will need to be carefully considered to 
support wide uptake and effective deployment. 

Long-term sustainable prevention will require considered 
approaches grounded in the complex experiences of children 
and young people grappling with self-discovery in the digital 
age. Given that sharing ‘self-produced’ sexual images is not 
uncommon and does not always cause harm, excessive focus on 
potential negative outcomes risks “providing advice that will be 
dismissed as it doesn’t correspond with the common experiences 
of young people”.328 Education will be key to protecting children 
from becoming victims of coercion, and from the potential 
negative consequences of ‘voluntary self-production’. Educational 
initiatives can also help to promote healthy sexual development 
and understanding of consent.329 An example of one such 
initiative is the NCA’s ‘Send me a pic’ campaign, which aims to 
promote constructive dialogue with young people around nude 
image sharing. 
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SAFETONET: SAFETOWATCH 
 
SafeToNet is a Safety Tech company that deploys 
artificial intelligence and behavioural analytics to 
help keep children safe online. SafeToNet believe 
that child-safe design features should be integrated 
into technologies at the device and operating 
system levels.

SafeToNet’s latest innovation is SafeToWatch, a 
video and image threat detector that can disrupt 
the creation of child sexual abuse material in 
real-time, and at source. It uses several inputs, 
such as audio and video, to assess a child’s online 
digital environment, and applies a set of unique 
algorithms to enable the real-time detection of child 
sexual abuse material. SafeToWatch functions in 
the same way regardless of whether the content 
is being livestreamed by a third party or ‘self-
generated’ by the child themselves. Detection of 
such images immediately triggers the restriction 
of cameras and microphones, which can render 
an app or entire device inoperable and thereby 
prevent the photo or video being taken. Imagery is 
not retained, upholding children’s right to privacy. 
Unlike platform-level detection tools, the technology 
is readily deployable in end-to-end encrypted 
environments. Critical to the future success of 
SafeToWatch and similar innovations is reliable 
access to government and law enforcement data 
to train algorithms, to optimise the effectiveness of 
such solutions.

SafeToNet has acquired 77 mobile phone stores in 
Germany, to bring cyber safety to the high street.330

In some countries, changes to legislation would enable a more 
effective and child-focused response to the issue of voluntarily 
‘self-produced’ sexual material.

Some legal frameworks require urgent reform to prevent the 
continued criminalisation of children for behaviour that is arguably 
“part and parcel of the normal discovery of sexuality”.331

In this vein, parts of Australia have decriminalised ‘sexting’ 
between peers.332 Such approaches are possible under the terms 
of the Lanzarote Convention, which includes an ‘exemption’ for 
criminalising child sexual abuse between children if certain tests 
are met. This guidance can help nations determine an appropriate 
response towards children and adolescents involved in generating, 
viewing or sharing ‘self-generated’ content.333 In the UK, the 
number of young people entering the criminal justice system 
as a result of ‘self-generated’ sexual material doubled between 
2007 and 2016.334 The government recently advised education 
practitioners that “children and young people should not be 
criminalised for ‘sharing nudes and semi-nudes’”. 335

Some young people do cross the line into harmful sexual 
behaviour and offending. As highlighted by UNICEF, “peers are a 
significant proportion of those responsible for acts of sexual abuse 
against other children and adolescents”.336 Such scenarios also 
expose a gap in the response because “interventions have been 
mostly designed for adult offenders”.337 Manifesting in many cases 
as a harm caused by peers, the issue of ‘self-generated’ sexual 
material demonstrates the importance of response strategies that 
can address the needs of children who both experience abuse and 
engage in harmful sexual behaviour towards their peers.338 
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40%
of children in the US 
believe ‘it’s normal for 
people my age to share 
nudes with each other’.

25%
of Chilean and Uruguayan 
adolescents have received 
messages with sexual content

25%
of high school children
in Ghana have shared 
self-generated 
sexual material

Of 14-24 year-olds 
in Nigeria

33%
have received sexual 
images of messages

20%
have sent sexual 
images or messages 

12%
of children in Nepal 
report having taken 
sexual photos or 
videos of themselves

Of high school students 
in Iran

35%
have received sexual 
images of messages

16%
have sent sexual 
images or messages 

32%
of adolescents in 
Israel have been 
asked to send 
sexual images, 
mostly by strangers

Of 14-17 year-olds in 
the UK

12-49%
have received sexual 
images of messages

26-38%
have sent sexual 
images or messages 

Figure 18: How common is the sharing of sexual images and messages among young people? 339 340 341 342 343 344 345 346
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06  
Harms
Livestreaming child sexual exploitation 
and abuse

Livestreaming is on the rise, enabled by connectivity 
and the availability of inexpensive streaming devices. 

Livestreaming can involve the ‘in-person’ abuse 
of one or more children, transmitted online, or a 
child / children being forced to ‘perform’ sexual 
acts in front of a webcam – usually in exchange 
for payment.

Livestreaming is on the rise, enabled by connectivity and 
the availability of inexpensive streaming devices. It often 
manifests as a cross-border crime that demands a co-ordinated 
international response.

Unlike ‘self-generated’ livestreaming (see Harm Chapter: 
Child ‘self-generated’ sexual material), this type of abuse is 
normally facilitated by a third party. Although there are cases 
in which the victim and abusers are in the same locality, most 
crimes cross national borders. As explained by ECPAT, this 
type of abuse has “tended to take advantage of economic 
disparity, with perpetrators from developed countries accessing 
victims in developing countries”.347 The issue exemplifies the 
pervasive harm caused by global inequalities in an increasingly 
connected world. 

According to Interpol, livestreaming for payment is increasing.348  

There is evidence to suggest this trend is being exacerbated by 
the pandemic. In the Philippines, described by UNICEF as the 
“global epicentre of the live stream sexual abuse trade”,349 a 
265% increase in cases was recorded during the quarantine 
period from March to May 2020. Save the Children has drawn 
a link with deepening poverty, suggesting that conditions of 
economic hardship created by COVID-19 are causing more 
individuals to become involved in livestreaming to make money.350   

Livestreaming involves a range of offences. Most identified 
victims are in the Global South but the abuse is happening in 
many regions of the world.

When livestreaming occurs, the abusers include the individuals 
who arrange the exploitation, and those who direct and ‘consume’ 
the content. Individuals who arrange abuse may be from 
organised criminal groups, but could equally be part of the victim’s 
circle of trust. Through its analysis of livestreaming cases in the 
Philippines, IJM reported that the majority of offenders (69%) were 
financially motivated adult female relatives or close associates of 
victims.351 The fact that livestreaming ‘facilitators’ are primarily 
financially motivated distinguishes the crime from many other 
forms of child sexual abuse.

Available data indicates that the individuals who ‘consume’ 
livestreamed abuse are predominantly from Europe, North 
America and Australia.352 These offenders seek out livestreamed 
abuse by targeting regions of the world “with high levels of poverty, 
limited domestic child protection measures and easy access to 
children”.353 Prosecution of so-called ‘demand-side’ offenders 
has tended to focus on the offence of viewing child sexual 
abuse material, arguably underplaying their overall part in the 
crime. As the IJM explains, there is a case for processing these 
individuals as traffickers, because they ”abuse their financial 
power” by ‘giving’ payments for exploitation, thus fitting the 
internationally agreed definition of human trafficking as set out in 
the Palermo Protocol.354  

The majority of identified livestreaming victims live in South-East 
Asia, in particular the Philippines,355 but there are also victims in 
regions including Europe, Russia and the US.356 This highlights the 
importance of avoiding a narrow typification of livestreaming as a 
crime that only affects children and young people in low-income 
countries.357 In addition to causing extensive trauma and suffering 
for victims, according to a study of cases in South-East Asia, 
livestreaming can also “be a first step for children to enter ‘offline’ 
commercially motivated sexual exploitation”.358 
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INTERNATIONAL JUSTICE MISSION: 
Ruby’s Story 

At the age of 16, Ruby* was deprived of her freedom and 
forced to do whatever online offenders asked as they directed 
the livestreaming of her sexual abuse. 

Ruby’s ordeal started when a trafficker sent her a private 
message on social media offering her a staff job in a 
computer shop, and won her trust by offering free board and 
lodging while she worked for them. The trafficker and his 
accomplice also covered Ruby’s expenses to travel to them. 
Ruby soon discovered that the job was not what she had 
been promised. She wanted to leave but could not do so until 
she had paid off what had become her travel ‘debt’. This 
became almost impossible due to her ‘income’ going towards 
overpriced goods sold to her by her trafficker. At one point 
she attempted to escape but was threatened with a knife. 

Ruby describes the abuse in her own words:

“I’m paid for every disgusting show that I will do in front of 
the computer camera with the customer. And while doing 
every disgusting show, I lost every bit of my self-esteem to the 
point where I felt disgusted with myself as well. 

“It’s like being trapped in a dark room without any rays of 
light at all. There’s no point in living at all. 

You do disgusting shows every day, every time, and then after 
doing that you go to sleep and then repeat the same routine 
every day and it’s like there’s no ending at all.” 

IJM helped Philippine authorities to act on a tip from US 
Homeland Security Investigations (HSI) to pinpoint Ruby’s 
location and rescue her, along with five other girls. The 
couple who ran the trafficking operation were later convicted 
and sentenced, and IJM supported Ruby in her restoration 
journey. Ruby said of the recovery process: “It wasn’t easy 
at all. It took me years, years to recover from the painful 
experiences, from the traumatic experiences. You know, at 
night, when someone suddenly turns off the light, I suddenly 
get up from my bed and can’t sleep without the light on 
because I was so afraid of the dark. That’s where it left me 
for years.”

Today, Ruby is free and safe. She is considering pursuing a 
law degree with the hope of helping other girls trapped in 
similar circumstances.

International Justice Mission is an NGO that partners with 
local justice systems around the world to end violence 
against people living in poverty. Through its Center to End 
Online Sexual Exploitation of Children, it strengthens systems 
to protect children from the production of child sexual abuse 
material, including via livestreaming.

*a pseudonym

Increasingly blurred boundaries between livestreaming and 
trafficking will further complicate livestreaming investigations.

Globally, one third of detected trafficking victims are children. 
Of these, 72% of girls and 23% of boys are trafficked for the 
purpose of sexual exploitation.359 Child trafficking often involves 
forms of online abuse and has been linked to the growth in the 
volume of child sexual abuse material available. The United 
Nations Office on Drugs and Crime (UNODC) highlights the case 
of traffickers in Thailand “sexually exploiting large numbers of 
children and producing several hundred thousand images for 
online distribution”.360  

The crossover between livestreaming and trafficking is likely 
to become increasingly blurred as more traffickers move their 
business models online to circumvent the impact of COVID-19 
restrictions.361 As highlighted in the 2021 UNODC Global 
Trafficking Report, the benefit of internet technologies for 
traffickers is significant, critically: “They allow for exploitation in 
front of larger audiences than is generally possible with traditional 
trafficking.”362 There is evidence to suggest livestreaming has 
increased in popularity through the pandemic as an alternative to 
in-person child sexual abuse.363 Arguably, online traffickers will be 
well positioned to take advantage of this increased demand for 
‘remote services’. 

When livestreaming manifests as part of child trafficking it can 
create unique challenges that complicate investigations. In the 
Philippines, UNICEF found that trafficking cases featuring online 
exploitation “are confused with cybercrime cases” – an issue that 
can delay referrals.364 Trafficking victims are also often harder to 
identify, precisely due to crossover with other forms of abuse.365 

72% 
OF GIRLS

Globally, one third of detected trafficking 
victims are children. Of these,

AND 23% 
OF BOYS

are trafficked for the purpose of sexual 
exploitation.
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More proactive collaboration is needed between police, and 
online and financial service providers to enhance the detection of 
livestreamed abuse.

It is technically possible to disrupt livestreaming. As outlined 
in Harm Chapter: Sharing and / or storing child sexual abuse 
material, classifiers do exist to detect child sexual abuse material. 
However, most livestreamed abuse is transmitted online within 
private ‘conversations’ and is therefore not subject to screening 
or moderator review. Unless an offender records it, the stream 
usually leaves no trace. The lack of evidence also makes it difficult 
to prosecute offences – a challenge compounded by the absence 
of provisions in existing legislation that criminalise the practice.366  
‘Consumers’ of livestreamed abuse generally exhibit low technical 
sophistication (most livestreaming occurs on the surface web),367 
possibly because they perceive the probability of detection and 
conviction are low.

Monitoring private conversations to detect livestreaming might 
be considered by some internet users as a justifiable intrusion 
of privacy. But even if such mechanisms were accepted and 
implemented by some online service providers, offenders could 
simply migrate to any one of the increasing number of E2EE 
platforms. This feature cloaks the content of communications, 
making the discovery of streams impossible, and thus highlighting 
the pressing need to diversify disruption methods.

Financial indicators are cited by many as the most effective 
‘clues’ to aid the identification of livestreamed abuse. There is 
also a history of successful collaboration with the financial sector. 
A targeted initiative in 2017 achieved the virtual elimination of 
the use of credit cards in the US for the purchase of child sexual 
abuse content online.368 The Australian Transaction Reports and 
Analysis Centre has also successfully leveraged its public-private 
partnership the Fintel Alliance to block transactions linked to 
child exploitation.369  

Many police agencies and financial service providers already 
liaise to investigate livestreaming offences. However, there is 
potential for a more proactive approach. As the IJM explains, 
while companies “normally oblige” when law enforcement request 
information, it is more important “that they proactively identify, 
report and disrupt… money transfers in real-time”.370 The potential 
for such close collaboration may be complicated by the continued 
diversification of financial services. More use of cryptocurrencies 
could also create difficulties, as although it is possible to trace 
such payments, not all police agencies have the required 
know- how.371  

In 2020, the Egmont Group (a consortium of global Financial 
Intelligence Units) conducted a study into the possible uses 
of financial intelligence to combat livestreaming. The study 
highlighted challenges: for example, how it can be difficult to 
distinguish livestreaming transactions from payment for adult 
sexual content, scam activity, or other crimes. Overall, it concluded 
that there is benefit in “combining financial information” with other 
sources, via data exchange with law enforcement and private 
sector entities.372 The project findings demonstrate the importance 
of a co-ordinated, multi-sector approach to effectively tackle 
livestreamed abuse. With the appropriate frameworks in place 
to enable lawful data-sharing, information from online service 
providers could provide a powerful complement to financial 
intelligence. This could include, for example, ‘signals’ (metadata 
and behavioural indicators) that point to probable nefarious 
activity by users. 



 LIVESTREAMING CHILD SEXUAL EXPLOITATION AND ABUSE  |  63

Sustainable livestreaming prevention requires community 
education and empowerment, police capacity-building, and more 
consistency in the global approach. 

A UNICEF analysis of cases of online child sexual abuse in 
the Philippines found that livestreaming is in many instances 
facilitated by the victim’s family or community and ‘justified’ by 
certain cultural beliefs. For example, the idea that harm is not 
caused if the child is not touched, as well as the expectation 
that children should help their families financially.373 This context 
complicates safeguarding (as children in such circumstances 
may not even recognise the abuse), and places a greater burden 
on overstretched child protection agencies to identify children 
at risk. Community education and empowerment are critical for 
sustainable livestreaming prevention, to increase awareness of 
the damage caused by such abuse, eradicate harmful beliefs, 
and promote protective practices. Initiatives that give children a 
voice are also vital, to ensure that they are able to speak up, and 
seek help. 

Currently, there is no internationally agreed definition for the 
offence of livestreaming child sexual exploitation and abuse. 
Although in many countries it would fall under existing provisions 
relating to child sexual exploitation,374 this creates a barrier to 
global law enforcement collaboration, and restricts the ability 
to develop consistent investigative approaches. It also means 
offenders can potentially escape punishment on the ‘double 
criminality’ clause, which states that conduct must be criminalised 
in both the offender’s home country and the country where the 
offence occurred.375 

In some countries, investigative limitations also reduce the 
risk of detection and punishment. For example, in Australia, 
90% of successful livestreaming prosecutions rely on the use 
of covert tactics – but in Cambodia undercover investigations 
are not permitted by law.376 In Mexico, efforts to combat the 
crime are hindered by a lack of subject knowledge on the part 
of legislators, which prevents holistic consideration of detection 
and investigation methods.377  

Currently, there is no 
internationally agreed 
definition for the offence 
of livestreaming child 
sexual exploitation 
and abuse.



64  |  GLOBAL THREAT ASSESSMENT

07  
Recommendations
This year’s Global Threat Assessment demonstrates that 
the scale of child sexual exploitation and abuse online 
continues to grow. 

Theme Recommendation

Funding

Governments, the private sector and civil society must commit sufficient funding to tackle the 
threat of child sexual exploitation and abuse online. Current levels of investment are neither 
proportionate to the scale and scope of the issue, nor sufficient to deliver the required step change in 
the global threat response.379 

Policy / legislation

Governments must establish laws that criminalise all offences relating to child sexual exploitation 
and abuse online, based on approved international frameworks, while seeking to avoid the 
criminalisation of children themselves.

Governments must invest in strengthening child protection systems to prevent and respond to the 
sexual exploitation and abuse of children in all contexts. 

Governments must consider legislative options for strengthening the response to child sexual 
exploitation and abuse online. Laws should establish standards for industry reporting, the rapid 
removal of child sexual abuse material, and a basis for the lawful and transparent use of tools to 
detect child sexual abuse material. International alignment should be sought to enhance global 
collaboration to combat the threat.

The below recommendations would enable governments, civil society, communities and online 
service providers to capitalise on positive developments to enhance the threat response, including 
prevention. These recommendations are aligned to WeProtect Global Alliance’s Global Strategic 
Response framework.378  

Child sexual exploitation and abuse online is a global issue that demands continued international collaboration and cross-sector 
dialogue. The Alliance meets this need by facilitating engagement between governments, the private sector and civil society – and 
generating political commitment and practical approaches to make the digital world safe for children. 

To find out more visit: www.weprotect.org
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Criminal justice

Governments must invest in deterrence and rehabilitation to help those at risk of offending or 
offenders to change or manage their behaviours. 

Governments must fund specialist law enforcement units to cultivate and maintain threat 
expertise to improve in-country investigative outcomes. Governments must also invest in building 
international policing capabilities to strengthen collaboration on cross-border and technologically 
sophisticated crimes. 

Governments and law enforcement agencies must consult with their international counterparts 
to develop consistent approaches for investigating cross-border crimes and solving common 
investigative challenges (for example, gathering evidence dispersed across multiple jurisdictions). 

Victim support 
services and 

empowerment

To reduce the trauma of repeat victimisation, policymakers must work with industry to set standards 
for the timely removal of child sexual abuse material from the internet; reduce image recidivism; and 
design child-friendly reporting independent of Criminal Justice processes.

Governments must invest in victim support services and capacity-building for child protection 
services, to ensure staff are trained in trauma-informed approaches, how to support victims of online 
abuse, and how to tailor support for children from marginalised groups.

All stakeholders must consider safe and appropriate engagement with survivors of child sexual 
abuse to inform the design and evaluation of effective services, policies and support. 

Technology

Online service providers must take a ‘Safety by Design’ approach that includes impact assessing all 
products and services from a child rights perspective. Online service providers should identify and, as 
appropriate, warn, expel and report actors who pose a risk to children. 

Online service providers should publish regular transparency reports detailing the actions they take 
to reduce the risk to children online, and the mechanisms used to monitor their effectiveness. 

Developers of online safety technologies should continue working to enhance the accuracy of age 
estimation tools, classifiers to detect unknown child sexual abuse content (including livestreamed 
content), and solutions to enable the detection of child sexual abuse online in encrypted 
environments. Open sourcing (with appropriate controls in place) should be used to encourage 
collaboration between relevant actors, and help set consistent standards for safety technologies.

Societal

Governments must incorporate online safety into school curricula, as a complement to wider 
programmes that also cover, for example, healthy and harmful sexual behaviours. 

All stakeholders involved in the response – including parents, carers and civil society organisations 
– must educate communities on the risk and impact of child sexual abuse, and what can be done to 
prevent it. 

Research and 
insight

Governments, civil society organisations and online service providers must invest in research to:

•	 Better understand pathways into offending and, linked to this, the effectiveness of deterrence, 
self-help and offender management programmes. 

•	 Better understand the drivers behind the increase in child ‘self-generated’ sexual material, and 
characteristics of adolescent social and sexual development. 

•	 Understand the risk and protective factors that may increase or reduce the risk of a child being a 
victim, including those specific to marginalised groups.

•	 Better understand the extent to which children worldwide are experiencing technology-facilitated 
child sexual exploitation and abuse.

•	 Evidence how the threat is manifesting in Global South countries (as the evidential picture is 
currently more developed in respect of the Global North).
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Glossary of terms

Term Definition

Child sexual abuse

The involvement of a child (anyone under 18) in sexual activity that he or she does not 
fully comprehend, is unable to give informed consent to, or for which the child is not 
developmentally prepared and cannot give consent.380 This is the definition of child 
sexual abuse adopted by WeProtect Global Alliance (‘the Alliance’), based on World 
Health Organization (WHO) guidelines.

Child sexual exploitation

A form of child sexual abuse that involves any actual or attempted abuse of position 
of vulnerability, differential power or trust. This includes, but is not limited to, profiting 
monetarily, socially or politically from the sexual exploitation of another.381 This can 
be perpetrated by individuals or groups of offenders. What distinguishes child sexual 
exploitation from child sexual abuse is the underlying notion of exchange present 
in exploitation.382 There is significant overlap between the two concepts, because 
exploitation is often a feature of abuse, and vice versa.383 

Child sexual exploitation and 
abuse online

Child sexual exploitation and abuse that is partly or entirely facilitated by technology, 
i.e. the internet or other wireless communications. 

This concept is also referred to as Online Child Sexual Exploitation and Abuse 
(OCSEA), and ‘technology-facilitated’ child sexual exploitation and abuse.

Child sexual abuse material 
(CSAM)

Any visual or audio content of a sexual nature involving a person under 18 years 
old,384 whether real or not real.

Note on alternative terminology:

Some organisations distinguish between child sexual abuse material and child sexual 
exploitation material (e.g. the Interagency Working Group on the Sexual Exploitation 
of Children define ‘child sexual exploitation material’ as a broader category that 
encompasses both ‘material depicting child sexual abuse and other sexualised 
content depicting children’).

‘Child pornography’ is also used as an alternative term by some organisations. The 
Alliance’s stated position is to refrain from use of this term: ‘Child sexual abuse 
material’ is felt to more accurately capture the heinous nature of sexual violence 
against children, and to protect the dignity of victims.

Some ‘self-generated’ sexual material would also constitute child sexual abuse 
material, depending on the circumstances of its production (see Child ‘self-generated’ 
sexual material).



GLOSSARY OF TERMS  |  69

Term Definition

Known child 
sexual abuse material

Child sexual abuse material that has been previously detected and classified by law 
enforcement and / or moderators.

‘First generation’ child sexual 
abuse material

Child sexual abuse material that has not previously been detected and classified by 
law enforcement and / or moderators.

Non-photographic child sexual 
abuse material

This includes computer-generated images cartoons, or drawings which graphically 
depict children in a sexually abusive way. 385 386 

Sexualised material 
of children

Material that does not represent the sexual abuse of a child, but which is used for 
sexual purposes. An example might be a video of children doing gymnastics, which is 
inappropriately viewed for sexual gratification.

Sexualisation is not always an objective criterion, and the crucial element in judging 
such a situation is the intent of a person to sexualise a child in an image or to make 
use of an image for sexual purposes. 

Producing child sexual abuse 
material

Creating child sexual abuse material by in-person photography /video / audio 
recording, creating textual content or non-photographic (e.g. computer-generated) 
visual material, or manipulating existing child sexual abuse material to create new 
unique imagery.

Searching for and / or viewing 
child sexual Abuse material

Seeking child sexual abuse material on the internet and viewing or attempting 
to view it.

Sharing and / or storing child 
sexual abuse material

Downloading, storing, hosting, uploading and / or sharing child sexual 
abuse material.
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Term Definition

Grooming children online for the 
purpose of sexual exploitation and 

abuse

An individual builds a relationship, trust and emotional connection with a child or 
young person in order to manipulate, exploit and abuse them (facilitated, partly or 
entirely, by the internet or other wireless communications).388 There is not always an 
intent to meet in person.

Note on Alternative Terminology:  Some organisations use the term ‘online 
enticement’ (as defined by NCMEC389) when referring to this concept.

Child ‘self-generated’ sexual 
material

Content of a sexual nature, including nude or partially nude images and video, 
that has been produced by children of themselves. Child ‘self-generated’ sexual 
material is not a harm per se (it can be produced voluntarily and shared as part of 
a developmentally appropriate exchange, e.g. between adolescents), but there are 
production scenarios in which harm is caused, primarily:

•	 When a child or adolescent is coerced into producing ‘self-generated’ 
sexual material

•	 When voluntarily ‘self-generated’ sexual material is shared against an 
adolescent’s wishes

This report is focused on examining the characteristics and boundaries of harmful 
‘self-production’. This phrase appears in quotation marks throughout the report to 
avoid any implication of willingness on the part of the child or young person involved. 
While the content may meet the definition of child sexual abuse material, the intent is 
likely to be unclear and therefore cannot be taken for granted in any circumstances.

Livestreaming child sexual 
exploitation and abuse Transmitting child sexual abuse and exploitation in real-time over the internet. 

Computer-Generated Imagery 
(CGI)

In the context of child sexual abuse and exploitation, this refers to wholly or partly 
artificially or digitally created sexualised images of children.390

‘Deepfake’ A form of CGI that uses artificial intelligence to replace one person’s likeness with 
another in photos or recorded video.391

‘Capping’

Offenders capturing footage of livestreamed child sexual abuse and exploitation.392 

Capping may also include offenders capturing innocuous imagery of children and 
using it for sexual purposes (this imagery would then constitute sexualised images 
of children).

‘Gamification’ of abuse The application of game-like elements (e.g. point scoring, competition with others, 
rules of play) to encourage participation in abuse and exploitation.
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Term Definition

Child displaying harmful sexual 
behaviour

A child or young person under the age of 18 years old exhibiting behaviours that are 
developmentally inappropriate, may be harmful towards themselves or others and / 
or abusive towards another child, young person or adult.393

Risk factors Factors at the individual, relationship, community, and societal level that may make a 
child more likely to experience sexual abuse and exploitation.

Protective factors Factors at the individual, relationship, community, and societal level that may reduce 
the risk of a child being a victim of sexual abuse and exploitation.

Re-victimisation

When a victim faces any sexual abuse or assault subsequent to a first abuse or 
assault.394 This includes the further distribution and viewing of imagery on the 
internet: a single image of a victim can be shared hundreds or thousands of times.395  
Re-victimisation may be caused by the same or a different offender to the initial 
victimisation.

Child trafficking The recruitment, transportation, transfer, harbouring or receipt of a child for the 
purpose of exploitation.396

Global North
The G8 countries, the United States, Canada, all member states of the European 
Union, Israel, Japan, Singapore, South Korea, Australia, New Zealand and four of the 
five permanent members of the United Nations Security Council, excluding China.397

Global South
Africa, Latin America, the Middle East and developing Asia. This includes three of the 
four newly advanced economies of the BRIC countries (excluding Russia), which are 
Brazil, India and China.398

Surface web The portion of the web readily available to the general public and searchable with 
standard web search engines.399

Deep web

The portion of the web whose contents are not indexed by standard web search 
engines, and includes many common uses such as webmail, online banking, 
and subscription services. Content can be located and accessed by a direct link 
or IP address, and may require a password or other security access beyond the 
public webpage.400

Dark web

The layer of information and pages that you can only get access to through so-called 
‘overlay networks’ (such as Virtual Private Networks (VPN) and peer-to-peer (P2P) 
file sharing networks), that obscure public access. Users need special software to 
access the dark web because a lot of it is encrypted, and most dark web pages are 
hosted anonymously.401
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Term Definition

Safety Technology (Safety Tech) Solutions to facilitate safer online experiences, and to protect users from harmful 
content, contact or conduct.402

Safety-by-design The embedding of the rights and safety of users into the design and functionality of 
online products and services from the outset.403

Peer-to-peer (P2P)

In a P2P network, the “peers” are computer systems which are connected to each 
other via the internet. Files can be shared directly between systems on the network 
without the need of a central server. In other words, each computer on a P2P network 
becomes a file server as well as a client.404

Virtual Private Network (VPN) An arrangement that creates an encrypted connection over the Internet from a device 
to a network, known as a tunnel.405 

Hashing

A process whereby a binary hash is created by a mathematical algorithm that 
transforms data of any size into much shorter fixed-length data. This shorter 
sequence represents the original data and becomes this file’s unique signature, or its 
hash value – often called its digital fingerprint.406 

Hash-matching
A process of using databases of hashed child sexual abuse material to detect 
when the material is re-shared, by matching its hash value against those of already 
known files.407 

Artificial Intelligence (AI) 
classification or AI moderation

Automated or partly-automated moderation systems that identify harmful content 
by following rules and interpreting many different examples of content which is and 
is not harmful.408 

Encryption The process of encoding information into an alternative form that can only be 
decrypted by authorised individuals who possess the decryption key.409 

End-to-end Encryption

A form of encryption wherein the content of each message is visible only to the 
sender and recipient. Unscrambling the message requires a private decryption key 
exchanged between correspondents, so that while the message may be intercepted, 
it cannot be viewed or monitored by the service provider, law enforcement or any 
other third party.410

‘Hidden services’ Websites that are hosted within a proxy network (such as Tor), so their location can’t 
be traced.411

Metadata
Data that describes other data.412 Examples of metadata would include the time and 
duration of a phone-call (as opposed to the content of the communication itself). 

Tor
An open source privacy network that permits users to browse the web anonymously. 
The system uses a series of layered nodes to hide web address, online data, and 
browsing history.413



GLOSSARY OF TERMS   |  73

Term Definition

Secure tooling Software / applications used to aid anonymity online by hiding user location 
and identity.

Secure Operating Systems

The use of operating systems that can be booted from a USB. Because they do not 
write to the hard drive, once shut down everything is deleted. Encryption software can 
then be used to protect the contents of a file and parts of the drive, which can only be 
accessed with the user’s decryption key.

Tradecraft
An ever-evolving host of cloaking techniques and evasion strategies offenders use 
to avoid individual detection, and their techniques and strategies for identifying and 
engaging children.

Virtualising & emulation

Virtual machines allow users to run an operating system that behaves like a full, 
separate computer in an app window on their desktop. Some emulators can create 
a virtual smartphone interface on a computer. This allows the user to install and 
use apps on their computer that would otherwise not be available. Emulators are 
often used in conjunction with ‘capping’ tools, as they can prevent a ‘screenshot’ 
notification from being sent to the victim, and the offender can use ‘capping’ 
software installed on their computer to capture clearer images.

UN Convention on the Rights of 
the Child

An international human rights treaty comprising 54 articles that cover all aspects of 
a child’s life and set out the civil, political, economic, social and cultural rights that 
all children everywhere are entitled to. It also explains how adults and governments 
must work together to make sure all children can enjoy all their rights.414 415 

UN Committee on the Rights of 
the Child General Comment 25

Authoritative guidance that sets out how children’s rights apply in the digital 
environment. It helps states understand what steps are necessary to respect, protect 
and fulfil children’s rights in the digital environment.416

Voluntary Principles to Combat 
Child Sexual Exploitation and 

Abuse

A set of principles aiming to provide a framework to combat child sexual exploitation 
and abuse online and intended to drive collective action. They were developed by five 
Governments (Australia, Canada, New Zealand, UK and US), in consultation with a 
wide range of stakeholders including a leading group of industry representatives.417 

WeProtect Global Alliance Model 
National Response (MNR)

A framework providing guidance and support on the MNR to countries and 
organisations to help them deliver on it. The Model is focused on helping countries to 
build their response to child sexual exploitation online.418

WeProtect Global Alliance Global 
Strategic Response (GSR)

A framework providing guidance and support on the GSR to countries and 
organisations to help them deliver on it. The Model is focused on enhancing global 
collaboration on the response to child sexual exploitation online.

Council of Europe Convention on 
Protection of Children against 
Sexual Exploitation and Sexual 

Abuse (also known as the 
‘Lanzarote Convention’)

A convention that requires criminalisation of all kinds of sexual offences against 
children. It sets out that states in Europe and beyond shall adopt specific legislation 
and take measures to prevent sexual violence, to protect child victims and to 
prosecute perpetrators. The ‘Lanzarote Committee’ is the body established to monitor 
whether Parties effectively implement the Lanzarote Convention and with identifying 
good practice.419 

European e-Privacy Directive

Legislation that concerns the processing of personal data and the protection of 
privacy in the electronic communications sector.420 The Directive does not contain 
an explicit legal basis to continue current voluntary practices to detect, report and 
remove child sexual abuse.421
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Most reports are at least 
partly automated, and 
almost all companies 

have some form of 
reporting mechanism

The majority of 
companies are using 
hash-based tools to 

detect both image and 
video child sexual abuse 

materia. Use of 
advanced classifiers to 

detect video and 
livestream content, is 
less common despite 

the fact this category is 
becoming more 

prevelent  

Prevention measures 
such as deterrence 

messaging and child 
safety resources are 
widely provided, but 

these are less common 
than use of hash-based 
detection, despite their 

potential to prevent 
abuse before it occurs

Many companies use 
tools developed by 
others, but it is less 
common for them to 

develop tools in-house 
and share them

Most companies do not 
yet publish transparency 

reports. However, of 
companies that do, a 
large majority publish 
specific data on child 

sexual abuse and 
exploitation

Diversify reporting 
pathways to gain a more 

holistic picture of
the threat 

Share information and 
intelligence (e.g. hashes 
and keywords) to help 

stay ahead of what is a 
rapidly evolving space

Invest in deterrence and 
prevention measures, 

and diversify the 
targeting of online safety 

resources to avoid 
over-realiance on one
group, to help prevent 
abuse before it occurs 

Collaborate and share 
tools across indrustry to 

help maximise thier 
benefit. Ensure 

regulatory frameworks  
empower rather than 

hinder companies 
utilising key tools

Develop universal 
reporting frames to 

ensure data is 
consistent and 

encourage more 
companies to make it 

publicly available

Many of the companies surveyed have capabilities to detect child sexual abuse 
and exploitation online, and reporting mechanisms, but there are opportunities 
to enhance collaboration and focus more on deterrence and prevention.

SUMMARY OF FINDINGS

Findings from WeProtect Global Alliance /
Technology Coalition survey 
of technology companies

10  
Annex A:
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QUESTIONS RESPONSES

WePROTECT
GLOBAL ALLIANCE

Tech Coalition

LIMITATIONS
The sample is small relative to the size of the global technology sector, and is more representative 
of Global North-based companies. However, the wide range of company sizes and types arguably 
provide a representative sample of the industry. Due to the survey being fully anonymised and 
aggregated, it was not possible to trace one respondent’s answers to multiple questions, limiting 
potential comparisons between responses – for example, for different company sizes. Finally, some of 
the questions may not have been relevant to all respondents. This was mitigated by including a ‘not 
relevant’ option or allowing for questions to be skipped. 

METHODOLOGY
Between February and March 2021, WeProtect Global Alliance and the Technology Coalition carried 
out a 20-question survey of their respective industry members to understand the scope of activities 
undertaken by technology companies to combat the issue of child sexual abuse online. In total 32 
companies responded, ranging in size from less than 250 employees to more than 5,000. 
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Direct user reports of 
content in product

User reports via 
dedicated webform 

or email alias

Specialist reporting path 
for law enforcement

Specialist reporting 
path for NGO’s

No reporting 
mechanisms

100%

0%

20%

40%

60%

80%

What mechanisms do companies provide to enable reporting of child sexual abuse material?

87%

73%

60%

50%

7%

FULL RESULTS
Reporting: 

Figure 19: Mechanisms companies provide to enable reporting.

84% of companies surveyed have at least partly automated processes for 
forwarding reports of child sexual abuse online, suggesting that report 
management is relatively efficient.

This question did not focus on proactive detection mechanisms companies 
may have in place, so does not provide a full picture in this regard. However, 
outside of this the most popular reporting mechanism for companies is 
direct user reports. Least popular are reporting paths for NGOs and law 
enforcement, suggesting that there may be scope for greater cross-sector 
collaboration. Diversifying reporting pathways will also avoid over-reliance 
on user reporting which, given that rates of self-reporting are low, may help 
to provide a more complete picture of offending.

REPORT 
HANDLING

PARTLY OR FULLY
AUTOMATED
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87%

10%

3%

Currently using tools

Do not use tools, 
but have plans to 
implement in the 
next 6 months

Do not use tools, 
and do not plan 
to implement

Currently using tools

Do not use tools, 
but have plans to 
implement in the 
next 6 months

Do not use tools, 
and do not plan 
to implement

76%

7%

17%

DETECTION
Hash-based Detection

Figure 20: Company use of hash-based detection tools.

Most respondents use hash-based tools to detect image and video-based child sexual abuse material 
on their platforms. Most of those not already using hash-based tools plan to implement them in the 
next six months, as shown in Figure 20 below.

What proportion of companies use 
image hash-based detection tools?

What proportion of companies use 
video hash-based detection tools?

To effectively use hash-based detection tools, companies need access to hashes of known child 
sexual abuse material. Another important element of detection is the ability to block search terms 
relating to child sexual abuse, for which companies need access to keyword lists.
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NCMEC - 
Industry hash 

repository

Which hash or keywords lists do companies ingest from/contribute to?

NCMEC - 
NGO hash 
repository

NCMEC - 
Exploitative 

hash list

Project 
arachnid

Internet Watch 
Foundation

Direct hash exchange 
with another 

industry company

Thorn 
keyboard hub

Other

86%

77%

41%

27%

82%

23%

36%

5%

59%

14%
18%

14%
18% 18%

9%
5%

Ingest

Contribute 

Most companies ingest hashes and keywords from at least one repository, as shown in Figure 21 
below. However, a much smaller proportion contribute hashes or keywords. Assuming companies are 
not purely detecting known content, limited external intelligence sharing may impact the ability to keep 
up with the evolving threat. 

Figure 21: Company use of hash/keyword lists.
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Text based 
classifiers

Image based 
classifiers

Video based 
classifiers

Classifiers in 
live-stream 

contexts

Classifiers to 
identify grooming or 
predatory behaviour 

Parental 
control tools

Other None of the 
above

What additional measures do companies use to combat child sexual exploitation and abuse online?

56% 56%

30%

22%

37%

48%

22%

7%

ADVANCED DETECTION:
Advanced detection refers to technologies such as artificial intelligence classifiers. These advanced 
detection measures are less commonly used than hash-based detection measures. Despite evidence 
indicating the increasing prevalence of video and livestreaming content, classifiers to detect such 
material are only used by 30% and 22% of respondents respectively.

Figure 22: Additional measures to combat child sexual exploitation and abuse online.
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Provide deterrence 
messaging

Do not provide deterrence 
messaging, but plan to 
start in the next year

Do not provide 
deterrence messaging, 
and do not plan to

Providing resources

Do not provide resources, 
but plan to start in the 
next year

Do not provide resources, 
and do not plan to

60%

36%

4%

59%

11%

30%

DETERRENCE AND PREVENTION:
Most respondents issue deterrence messaging to potential offenders and provide online child safety 
resources to help prevent abuse before it occurs, but both are less common than mechanisms to 
detect child sexual abuse material.

The survey found that most online child safety resources are targeted at parents, which is positive 
given they are generally the first point of contact for a child experiencing distress online.422 However, 
there is also evidence to suggest that child sexual exploitation and abuse is often perpetrated by 
family members.423 To support such victims and avoid over-reliance on one group to safeguard 
children, there is scope to provide more resources for children themselves, educators and 
other audiences. 

Figure 23: Company use of deterrence messaging and online child safety resources.
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What barriers do companies face to using technical resources to combat child sexual exploitation and abuse online? 

Time/bandwidth 
constraints

Technical 
limitations

Unfamiliar/don’t 
know how 
to access

Financial 
limitations

Inconsistent with 
company policy/terms 

of service

Lack of buy-in 
from leadership

Other

46%

32%

18%
14%

7%

0%

29%

TOOL DEVELOPMENT:
Almost 50% of respondents use content classifiers developed by other companies, but only 26% 
make accessible to others the tools they develop themselves. Further investigation would be required 
to understand the reasons for this. More collaboration and sharing of tools where possible could 
arguably help to maximise the benefit of tools overall.

Figure 24: Barriers to use of tools for combatting child sexual abuse online.

Time and bandwidth constraints are the primary barrier to companies developing and deploying tools 
to combat child sexual abuse online. A lack of buy-in from leadership was not cited as a challenge by 
any respondents.
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48%
52%

What proportion of companies publish regular transparency reports on child sexual exploitation and abuse on their platform?

Publish a transparency report Do not publish a transparency report

39%

10%

26%

26%

CSEA-specific data General data Planning to start publishing this yearNot planning to publish

TRANSPARENCY:
A culture of transparency is crucial to enable a joined-up and informed response to child sexual 
exploitation and abuse online. However, only 49% of respondents regularly publish a transparency 
report. Of these, 80% publish specific data on child sexual exploitation and abuse, which is critical to 
understanding the scale and scope of the threat. 

Figure 25: Company transparency reporting.
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Of companies that publish a transparency report, what type of data relating to child sexual exploitation and abuseonline do they include?

NCMEC/
Equivalent 

authority reports

Total accounts 
terminated 

Law enforcement 
requests 

Total pieces of 
child sexual abuse 
material removed

Source of first 
detection (automated 

vs manual)

Accounts 
reinstated after 

appeal 

Other

56%

44%

33%

22% 22%

6%

33%

The data reported by companies can be very varied as shown in Figure 26 below. More work is needed 
to develop universal reporting frameworks. This would ensure data is consistent and comparable, and 
encourage companies that do not yet publish data to make it publicly available. 

Figure 26 shows it is common for companies to report aggregate data, such as total pieces of child 
sexual abuse material removed. However, data in transparency reports is rarely broken down to show 
the prevalence of different types of child sexual abuse, such as grooming or livestreaming. Reporting 
on these figures would provide greater insight into where different harms are proliferating, with a view 
to targeting specific interventions where they are most needed.

Figure 26: Data types included in transparency reports.
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